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GP3-xTB: DFT accuracy at tight-binding speed 
 

Stefan Grimme 

Mulliken Center for Theoretical Chemistry, Clausius Institute for Physical 

and Theoretical Chemistry, University of Bonn, Beringstraße 4, 53115 

Bonn, Germany 

 

 

Recently, we optimized small (vDZP), deeply contracted AO basis sets in 

molecular DFT calculations using standard ECPs for all elements up to radon [1]. 

This strategy is furthermore applied to a minimal set of AOs which — as a totally 

new ingredient — is made adaptive, i.e., radially different for symmetry distinct 

atoms in a molecule. The ”breathing” of the AOs in the molecular environment is 

parameterized efficiently by on-the-fly computed effective atomic charges and 

coordination numbers. This so-called q-vSZP set [2] provides in typical DFT 

applications re- sults of about or better than DZ quality. It forms the basis of our 

third-generation tight-binding model GP3-xTB. This includes non-local Fock-

exchange as well as other new, many-center Hamiltonian terms (e.g., atomic 

correction potentials and explicit local exchange). It aims at general purpose 

(GP) applicability in chemistry and more closely approaches DFT accuracy 

(actually ωB97M-V/aTZ [3]) than previous semi-empirical methods at only 

slightly increased computational cost (factor of 2-3 compared to GFN2-xTB). It 

will be consistently available for all elements Z=1-103 with f-electrons included 

for lanathanides/actinides. The talk describes key improvements of the 

underlying TB theory as well as extensive benchmarking on a wide range of 

standard thermochemistry sets. 

 

Literature: 

[1] M. Müller, A. Hansen, S. Grimme, J. Chem. Phys. 2023, 158, 014103. [2] M. 
Müller, A. Hansen, S. Grimme, J. Chem. Phys. 2023, 159, 164108. [3] N. 
Mardirossian and M. Head-Gordon, J. Chem. Phys. 2016, 144, 214110. 

 

 

 

14



 
New Techniques for Quantum Machine Learning and Rational Chemical Design 

 
G. Gryn’ova, S. Llenga 

 
School of Chemistry, University of Birmingham, B15 2TT, UK 

 
 
Rational exploration of the infinite space of hypothetical molecules and materials requires 
identifying the most important structural and compositional features for the target 
properties and applications. In this contribution, we discuss our recent efforts toward 
explainable machine learning for chemical design, which include new quantum-inspired 
representations, fragment-based fingerprints, and dimensionality reduction techniques.  
 
For example, we will introduce the matrix of orthogonalised atomic orbital coefficients 
(MAOC) representation [1], uniquely able to distinguish compounds with identical 
compositions and geometries but distinct charges and spin multiplicities. We will also 
illustrate several new versions of MAOC tailored toward machine learning the properties 
of periodic materials, such as the band gaps of covalent-organic frameworks. To greatly 
facilitate machine learning tasks on large datasets and involving large molecules (or 
materials), we will introduce the matrix of reference similarity (MRS) technique for 
reducing the dimensionality and representing the chemical space most compactly. 
Finally, we demonstrate how new molecules and materials with optimal target properties 
(e.g., polycyclic hydrocarbons with low HOMO-LUMO gaps for organic electronics) can 
be rationally designed using the substructural filter representation (SFR), which identifies 
the building blocks with the highest feature importance. 
 

 
 
Literature: 
 
[1] S. Llenga, G. Gryn’ova, J. Chem. Phys., 2023, 158, 214116. 
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Finding Molecular Minima and Transition States with Reverse Diffusion

S. Gugler, Berlin, Germany
K. Kahouli, Berlin, Germany
S. S. P. Hessmann, Berlin, Germany
K.-R. Müller, Berlin, Germany
S. Nakajima, Berlin, Germany
N. W. A. Gebauer, Berlin, Germany

Mommsenstr. 21, 10629 Berlin, Germany

Molecular relaxation and transition state finding are essential components of
computational chemistry to understand reactivity. Focussing on the former, neural
network force field models require large labeled datasets encompassing both
equilibrium and non-equilibrium structures. As a remedy, we propose MoreRed [1],
molecular relaxation by reverse diffusion where non-equilibrium structures are treated
as “noisy” instances of their corresponding equilibrium states. We extend this framework
to also denoise structures to generate transition states. Notably, MoreRed learns a
simpler pseudo potential energy surface instead of the complex physical potential
energy surface, thereby requiring much less and unlabelled data. We compare
MoreRed to classical force fields, equivariant neural network force fields trained on a
large dataset of equilibrium and non-equilibrium data, as well as a semi-empirical
tight-binding model. Lastly we show the potential for elucidating chemical reaction
networks by chaining a relaxation and a transition state model.

[1] K. Kahouli, S. S. P. Hessmann, K.-R. Müller, S. Nakajima, S. Gugler, N. W. A.
Gebauer, Mach. Learn.: Sci. Technol. 2024, accepted; arXiv:2404.10935
[physics.chem-ph]
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Challenges and Progress in the Use of Quantum Chemistry for a Predictive 
Treatment of Chemical Reactivity Problems 

 

P. Deglmann, Ludwigshafen/Germany 

 

BASF SE 

Carl-Bosch-Str. 38 

67056 Ludwigshafen am Rhein, Germany 

 

Although Moore’s law is not valid anymore, the compute resources available for 
quantum chemical simulations are still significantly growing. Furthermore, the past 
decade has seen enormous progress in establishing methods that offer close-to-DFT-
accuracy at significantly reduced computational cost while maintaining general 
applicability – both in the area of semiempirical tight binding methods as well as with 
machine learned molecular potentials. With these developments, also applications in 
the area of chemical reactivity become possible that were hard to tackle before, e.g. 
the computation of large reactive networks. A prerequisite for this, of course, 
represents automation of the computational workflows wherever possible: in the 
decision which reactions should actually be studied, in the computational treatment of 
these reactions and in the analysis of results. 

To be useful as a predictive tool, high accuracy requirements have to be met by these 
high-throughput quantum chemical studies – at least finally for those reactive steps, 
which have a certain probability to occur. This does not only refer to the choice of DFT 
or post-Hartree Fock methods, but also concerns the selection of conformers of each 
species and computation of their entropies; furthermore, for many reactions, without 
an appropriate solvation treatment not even qualitatively correct results can be 
obtained. 

Several application examples out of diverse areas of chemistry are discussed including 
the specific challenges encountered with these systems: stereoselective amination at 
a transition metal catalyst, amine induced aromatic polyimide synthesis and 
organocatalytic isocyanate trimerization. 
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Properties of amorphous materials based on quantum chemical calculations 

 
T. Schrader, J. Khanifaev, E. Perlt, Jena/DE 

 
Dr. Eva Perlt (von Domaros), Friedrich Schiller University Jena, Löbdergraben 32, 

07743 Jena/DE 
 
An accurate and reliable prediction of material properties from first principles is still an 
ongoing challenge for theoretical methods. Especially for amorphous systems, the 
absence of periodicity in combination with large system sizes make the application of 
high-level electronic structure methods infeasible. The Quantum Cluster Equilibrium 
(QCE) approach, which was originally proposed, implemented and applied for liquid 
phases, circumvents this problem of the scale gap. [1,2] Therein, the macroscopic phase 
is represented by a set of finite sized cluster structures, which can be characterized 
quantum mechanically. A statistical thermodynamics approach is then used to determine 
the population of the individual clusters and finally obtain macroscopic phase properties. 
 
In this contribution, we present the extension of the QCE methodology to amorphous 
materials such as polymers or glasses. It will be demonstrated, how the QCE approach 
can predict macroscopic phase properties for non-periodic systems based on highly 
reliable electronic structure methods. We discuss necessary adjustments regarding the 
cluster construction and characterization as well as the implementation. Furthermore, 
model enhancements such as the inclusion of anharmonicity will be discussed. [3] First 
preliminary results will demonstrate the feasibility of the approach and we will discuss 
the potential impact and future studies in the outlook. 
 

Literature: 

[1] E. Perlt, M. von Domaros, B. Kirchner, R. Ludwig, F. Weinhold, Sci. Rep. 2017, 7, 
10244. 
[2] J. Blasius, J. Ingenmey, E. Perlt, M. von Domaros, O. Hollóczki, B. Kirchner, Angew. 
Chem. Int. Ed. 2019, 58, 3212-3216. 
[3] J. Khanifaev, T. Schrader, E. Perlt, J. Chem. Phys. 2024, 160(12), 124302. 
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Vibrational Strong Coupling in Liquid Water from Cavity Molecular Dynamics 

 

A. Z. Lieberherr, Oxford, UK; S. T. E. Furniss, Oxford, UK; J. E. Lawrence, Zürich, CH; 

D. E. Manolopoulos, Oxford, UK 

 

Department of Chemistry, University of Oxford, Physical and Theoretical Chemistry 

Laboratory, South Parks Road, Oxford OX1 3QZ, United Kingdom  

 

We assess the cavity molecular dynamics method for the calculation of vibrational 

polariton spectra using liquid water as a specific example. We begin by disputing a recent 

suggestion that nuclear quantum effects may lead to a broadening of polariton bands, 

finding instead that they merely result in anharmonic red shifts in the polariton 

frequencies. We go on to show that our simulated cavity spectra can be reproduced to 

graphical accuracy with a harmonic model that uses just the cavity-free spectrum and 

the geometry of the cavity as input. We end by showing that this harmonic model can be 

combined with the experimental cavity-free spectrum to give results in good agreement 

with optical cavity measurements.  

Since the input to our harmonic model is equivalent to the input to the transfer matrix 

method of applied optics, we conclude that cavity molecular dynamics cannot provide 

any more insight into the effect of vibrational strong coupling on the absorption spectrum 

than this transfer matrix method, which is already widely used by experimentalists to 

corroborate their cavity results. 
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The Impact of Active Learning on Machine Learning Potentials for 

Quantum Liquid Water 

 

N. Stolte, Bochum/DE, J. Daru, Budapest/HU, H. Forbert, Bochum/DE, J. Behler, 

Bochum/DE, D. Marx, Bochum/DE 

  

Lehrstuhl für Theoretische Chemie, Ruhr-Universität Bochum, 44780 Bochum, Germany  

  

Machine learning potentials (MLPs) trained on ab initio data allow us to perform 

molecular dynamics simulations of larger systems and longer time scales than accessible 

with ab initio molecular dynamics, while maintaining the level of accuracy of the ab initio 

method. However, training of MLPs requires a substantial number of expensive ab initio 

calculations. Active learning is a strategy to construct data sets used to train MLPs, often 

in the context of reducing the number of expensive ab initio calculations. Today, active 

learning is routinely used in training of machine learning potentials. However, the 

efficiency of active learning across different systems is not well-understood. We study 

active learning strategies based on committee disagreement for the training of a high- 

dimensional neural network potential for quantum liquid water at ambient conditions. We 

investigate in detail the performance of active learning, at the level of computational 

requirements, train and test errors, and the quality of the final potentials in simulations 

including nuclear quantum effects.  

 

20



 
Electronic structure at molecule-semiconductor interfaces 

 
Hilke Bahmann, Wuppertal/Germany 

 
Physikalische und Theoretische Chemie,  

Bergische Universität Wuppertal, Gaussstr. 20, 42119 Wuppertal 
 
The interface between molecules and semiconductors plays an important role in many 
areas of chemistry such as heterogeneous catalysis and energy conversion. 
Theoretical studies of representative systems are an important tool for the development 
of more efficient catalysts or energy materials and provide valuable insight into the 
charge-transfer mechanisms at an atomistic level. The accurate description of the 
electronic structure in these systems, especially at the interface is challenging but 
crucial for a quantitative prediction of macroscopic properties.  
In this work, prototypical models for the interface between organic dyes and a metal 
oxide semiconductors are studied using density functional theory with particular 
emphasis on the application of flexible hybrid functionals. For composite systems, the 
performance of hybrid functionals is often limited due to system-dependent parameters 
that controls the overall amount of exact exchange. This can be overcome by 
introducing a real-space dependent exact-exchange admixture, as in local hybrids, or a 
density-dependent range-separation function, as in exchange functionals with local 
range-separation (LRS).  
LRS-functionals can be implemented efficiently and have been shown to be superior to 
their counterparts with a global RS parameter for basic chemical properties as well as 
band gaps in molecular systes.[1,2] They are further assessed for ionization energies, 
electron affinities and band gaps of small TiO2 clusters, as well as the energy levels in 
representative systems with an interface between an organic dye and TiO2. 
For larger model systems with a sizable TiO2 cluster, time-dependent DFT calculations 
with local hybrid functionals provide the best compromise so far for the description of 
the electronic states of separate systems and at the interface.[3] The most recent local 
hybrid functional with additional range-separation is considered as well, highlighting the 
influence of long-range exact exchange.[4] 
 
Literature: 

[1] S. Klawohn, H. Bahmann, J. Chem. Theory Comput. 16, 953 (2020). 
[2] M. Brütting, H. Bahmann, S. Kümmel, J. Chem. Phys. 160, 181101 (2024) 
[3] D. Gemeri, J. C. Tremblay, H. Bahmann, Advances in Quantum Chemistry 88, 329-

350 (2023) 
[4] S. Fürst, M. Haasler, R. Grotjahn, M. Kaupp, J. Chem. Theory Comput. 19, 2, 488–

502 (2023) 
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Extending the Tool set for Excited States in Solids

A.-S. Hehn, Kiel, Germany

Computational Chemistry Group for Theoretical Spectroscopy and Heterogeneous Catalysis,

Christian-Albrechts-University Kiel, Max-Eyth-Straße 1, 24118 Kiel, Germany.

Describing excited states in extended systems, i.e. solids, surfaces, or condensed-phase systems,

poses a challenge to state-of-the-art quantum chemistry: Photo-chemical processes in crystals or

networks often depend crucially on the system’s topology [1], highlighting the importance of im-

plying periodic boundary conditions for theoretical simulations. However, periodicity in combina-

tion with often extended system sizes standardly restricts investigations to time-dependent density

functional theory (TDDFT) ansätze, entailing inherent short-comings of the method. Motivated

by the purpose to extend the applicability of TDDFT, with the aim to create a sophisticated tool

set for the static and dynamic description of excited states, recent TDDFT method developments

[2,3,4] will be presented including perturbative spin-orbit coupling corrections and extensions to

describe semi-local core states in transition metals within the Gaussian and augmented plane wave

method.

[1] D.-G. Ha et al., Nat. Mater. 21, 1275 (2022).

[2] T. Kühne et al., J. Chem. Phys. 152, 194103 (2020).

[3] A. Hehn, B. Sertcan, F. Belleflamme, S. K. Chulkov, M. B. Watkins, J. Hutter, J. Chem.

Theory Comput. 18, 4186 (2022).

[4] B. Sertcan, J. Hutter, A. Hehn, ChemRxiv, 10.26434/chemrxiv- 2024-3qzjg.
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Control of Ultrafast Charge-Transfer in Functional Energy 
Materials via Chirped-Pulses and its Time-Resolved 

Spectroscopic Revelation 
 

J.H. Soh1, X. Xu2, R. Hildner2, T. la Cour Jansen1, E. Palacino-González3* 
 

1 Theory of Condensed Matter, University of Groningen, Netherlands 
2 Optical Spectroscopy of Functional Systems, University of Groningen, Netherlands 

3 Theoretical Chemistry Institute, Heinrich-Heine Universität Düsseldorf, Germany 
 

The manipulation of the ultrafast quantum dynamics in a system can be achieved using 
tailored light fields. In our work, we demonstrate control over the nonadiabatic dynamics 
of a model system describing ultrafast charge-transfer in a condensed-phase dissipative 
environment using chirped pulses1. Adjusting external photo-excitation conditions, such 
as the chirp parameter, modifies frequency resolution, modifyung the total population of 
the excitonic and charge-transfer states over long times. From a time-resolved 
spectroscopic perspective, we introduce an excitation scheme with two delayed pump 
pulses: a chirped pulse and a transformed-limited pulse, and measure time-resolved 
double-pump fluorescence signals. This simple scheme allow to directly monitor the 
effect of the additional phase introduced by the chirped excitation on the electronic 
coherences that determine the time-resolved spectra. By altering the arrival order of the 
chirped pulse and adjusting the chirp parameter, signals reveal specific system 
information. To validate our model we directly compare our simulations with recent 
experimental signals from R. Hildner and coworkers2. Signals reveal that chirped pulses 
significantly enhance vibrational system dynamics, showing substantial signal intensity 
dependence on chirp conditions. Our investigations demonstrate that photoexcitation 
with pulses of time-dependent frequencies is a promising tool for steering charge-transfer 
properties of nanofunctional materials towards a desired target outcome. 

 
Figure 1: Sketch of photoinduced charge-transfer dynamics in a vibronic model with 
tailored pulse effects (left); simulated (middle) and experimental (right) double-pump 
time-resolved fluorescence spectra for a P3HT:PCBM thin-film. Vertical and horizontal 
axes of right figure represent pulse chirp parameter and inter-pulse delay time. 
 
References 
[1] J.H. Soh, T.L.C. Jansen and E. Palacino- González, 024110, 160, J. Chem. Phys., 
2024 
[2] X. Xu, T.L.C. Jansen, R. Hildner and E. Palacino- González - in preparation 
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A grand-canonical hybrid explicit/implicit solvation model 

 
Christopher J. Stein, Munich/DE 

 
TUM School of Natural Sciences and Catalysis Research Center, Technical University 

of Munich, Lichtenbergstr. 4, 85748 Garching  
 
The accurate calculation of solvation contributions to the free energy is key for the 
prediction of reaction kinetics in solution. Hence, many solvation models have been 
proposed ranging from an implicit to a fully explicit description of the solvent molecules. 
Microsolvation models, where only a small number of explicit solvent molecules are 
considered are reasonably successful but suffer from the fact that the commonly applied 
rigid rotor/harmonic oscillator approximation is inaccurate due to the many floppy 
degrees of freedom. A rigorous alternative can be obtained by a grand-canonical 
sampling of the solvent degrees of freedom in a cavity around the solute.[1] However, 
thermodynamic constraints are not well defined for such a small explicit system.  
In this talk, I will demonstrate how we overcome these limitations by explicitly including 
information on the interaction Hamiltonian between the explicit subsystem and its implicit 
environment. Key to our derivation is a probabilistic interpretation of the thermodynamic 
variables in the small explicit subsystem. While several models[2,3] exist that incorporate 
spatially resolved information on the solvent distribution in the implicit description, they 
rely on ad hoc closure equations that strongly affect the results of a simulation. In 
contrast, our approach gathers the relevant information from explicit grand-canonical 
sampling. The explicit sampling of a small region around the solute allows us to 
accurately estimate the free energy of the system. 
While our approach is computationally more demanding than implicit solvation models, 
it is much more economical than fully explicit calculations. With accurate neural network 
potentials[4] emerging as surrogate models with ab initio quality, we expect our 
systematically improvable model to be a strong competitor to highly parameterized state-
of-the-art solvation models. 
 
Literature: 

[1] Preliminary work:  M. Rahbar, C. J. Stein, J. Phys. Chem. A 2023, 127, 2176. 

[2] C. N. Nguyen, T. K. Young, M. K. Gilson, J. Chem. Phys. 2012, 137, 44101. 

[3] S. Gusarov, T. Ziegler, A. Kovalenko, J. Phys. Chem. A 2006, 110, 6083. 

[4] I. Batatia, D. P. Kovacs, G. N. C. Simm, C. Ortner, G. Csanyi, NIPS, 2022.   
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On the relationship between the conformational space and chemical reactivity: 
presenting GOAT-REACT as a new unsupervised, automated reaction search 

algorithm implemented in ORCA6. 
 

Dr. Bernardo de Souza, Cologne/Germany, Dr. Christoph Riplinger, Cologne/Germany 
 

Bernardo de Souza, FACCTs GmbH, Rolandstrasse 67, 50677 Cologne/Germany 
 
Although mostly neglected for a long time in Computational Chemistry, the 
conformational sampling of flexible molecules plays a major role in most real-life 
problems, including chemical reactivity. The question of whether a certain guess 
conformer drawn, or automatically generated from a plain 2D Lewis structure, is the 
minimum on its PES is of no minor importance, because different conformers can have 
significantly different features. The topic has gained much more attention since the 
development of the CREST algorithm by the group of Prof. Stefan Grimme [1] and here 
it will be explored further in its relationship with reactions. 
 
We have recently implemented in ORCA6 the new Global Optimizer AlgoriThm 
(GOAT), inspired by the classic works of D. Wales [2] and S. Goedecker [3], which can 
also find global minima and ensembles. However, this is not based on metadynamics 
and requires fewer gradient runs to converge, thus allowing it to be used together with 
costlier methods such as DFT. Now here we present its extension to not only find 
conformers, but automatically find new “reactomers”. The so-called GOAT-REACT 
variant traverses the potential energy surface (PES) by breaking and making new 
bonds and ultimately can find topologically unique variants from the initial reference 
structure, which are products that can emerge from the combination of two or more 
entities. It does so by simply crossing barriers on the PES, without any training or 
previous bias. While crossing the PES, one also gathers information on the transition 
states, which can be later used to compute reaction rates. 
 
A discussion on the algorithm and its details will be presented, together with 
demonstrations of how one can use it to improve on the study of chemical reactivity. 
 
 
 
Literature: 

[1] Prachts, P.; Bohle, F.; Grimme, S.; PCCP, 2020, 14. [2] Wales, D. J.; Doye, J. P. K., 
JCPA, 1997, 101. [3] Goedecker, S. JCP, 2004, 120. 
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Automated Exploration of Chemical Reaction Networks

M. Bensberg, Zürich/Switzerland, M. Reiher, Zürich/Switzerland

Moritz Bensberg, ETH Zürich, Dep. of Chemistry and Applied Biosc.,

Vladimir-Prelog-Weg 2, 8093 Zürich, Switzerland

Automated exploration of reaction networks [1, 2] provides detailed models of chemi-

cal reactions, which are impossible to obtain by manual investigation. However, blindly

searching for every possible chemical reaction with computationally costly electronic

structure methods rarely leads to success because of the potentially infinite number of

reaction paths. To address this challenge, we recently combined microkinetic modeling,

sensitivity analysis, automated reaction discovery [3], and automated parameter refine-

ment to provide a guided, efficient, and uncertainty-aware exploration strategy [4, 5].

Reaction Trial

Selection

Reaction

Discovery
Refinement

Analysis

We identify species important for the reaction kinetics by microkinetic modeling and pre-

dict uncertainties in their concentrations by local or global sensitivity analysis. Based on

this information, we refine the reaction network during the exploration in a rolling fashion.

Furthermore, we explicitly take the concentration uncertainties into account to arrive at

an accurate reaction network.

[1] J. P. Unsleber and M. Reiher, Annu. Rev. Phys. Chem. (2020), 71, 121–142.

[2] A. Baiardi, S. A. Grimmel, M. Steiner, P. L. Türtscher, J. P. Unsleber, T. Weymuth,

M. Reiher, Accounts Chem. Res. (2021), 55, 35–43.

[3] J. P. Unsleber, S. A. Grimmel, M. Reiher, J. Chem. Theory Comput. (2022), 18,

5393–5409.

[4] M. Bensberg and M. Reiher, Isr. J. Chem. (2023), e202200123.

[5] M. Bensberg and M. Reiher, J. Phys. Chem. A (2024), 128, 4532–4547.
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Using Machine Learning to Bypass Electronic Structure Method Uncertainty in 
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Machine learning (ML)-accelerated discovery of materials, i.e., via surrogate models 
paired with efficient optimization algorithms, holds immense promise to overcome the 
conventional limitations of computational cost of first-principles electronic structure 
calculations. Nevertheless, surrogate models inherit the bias of the underlying 
electronic structure method. In most cases, the electronic structue method of choice is 
Kohn-Sham density functional theory (DFT), which suffers simultaneously from both 
self-interaction error or density delocalization error and static correlation error, to 
varying degrees depending on the density functional approximation. When novel and 
challenging materials, such as open shell transition metal complexes, is the target of a 
discovery campaign, few benchmarks are liable to be available for selecting the optimal 
electronic structure method or DFT functional. Furthermore, investigation of large 
regions of chemical space (e.g., by varying metal, coordination environment, or 
oxidation state in a transition metal complex) will likely lead to the conclusion that 
different electronic structure methods are more suitable for some compounds than 
others. I will first describe our analysis of the sources of error from the underlying DFT 
functional[1]. I will describe how we have used consensus from functionals to make 
more robust predictions of spin crossover behavior, as validated by experimental 
datasets[1], and I will describe how we have incorporated both prediction of multi-
reference character and DFT consensus to find method-insensitive light harvesting 
chromophores[2]. Next, I will describe our development of ML-informed density 
functional models, including a recommender that can identify which DFT functional is 
most predictive to obtain accurate properties of transition metal complexes[3]. I will 
describe our recent efforts to extend this regress-then-classify strategy to a purely 
regression-based model that acts in its own right as a density functional. Finally, time 
permitting, I will describe our efforts in predicting, detecting, and correcting for high 
multireference character in transition metal complexes[4-6] as well as some of the 
datasets we have curated for testing electronic structure methods[7].  
 
Literature: 

[1] Duan, C.; Chen, S.; Taylor, M. G.; Liu, F.; Kulik, H. J. Chem. Sci. 2021, 12, 13021-
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Ariyarathna, I. R.; Kulik, H. J.  J. Chem. Theory Comput. 2022, 18, 4836-4845. 
[6] Cho, Y.; Nandy, A.; Duan, C.; Kulik, H. J. J. Chem. Theory Comput. 2023, 19, 190-
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In silico experiments leveraging state-of-the-art computational chemistry approaches are 
expediting scientific research and discovery. This acceleration has been enabled by 
increasingly powerful hardware and advanced machine learning and AI models. 
Computational chemistry applications involve compute-intensive workloads, which 
makes them well suited for scalable cloud architectures such as Microsoft Azure. 
 
This talk will highlight recently added features of Azure Quantum Elements [1] that are 
empowering chemists to accelerate the discovery pipeline. In particular, simulations of 
molecular properties made possible with Accelerated Density Functional Theory 
(Accelerated DFT) will be discussed. [2] 
 
References: 

[1] https://quantum.microsoft.com, [2] https://doi.org/10.48550/arXiv.2406.11185 
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Next-generation scientific visualization in computational chemistry:
Exploring interactive molecular models in augmented reality

T. Rau,1,2 A.-I. Flach,1 V. Schraitle,1 M. Sedlmair,2 A. Köhn1

1 Institute for Theoretical Chemistry, University of Stuttgart, DE
2 Institute for Visualization and Interactive Systems, University of Stuttgart, DE

Three-dimensional geometric models of molecules, molecular assemblies or crystal structures are at the
heart of chemical thinking. Thanks to great advances in computer-graphics hardware over the recent
decades, tools for scientific visualization are pervasive in present-day research, but the current standard
of 2D projected images puts limits to the visualization of complex 3D structures and even more so on
interaction with or modification of such models. Recent progress in the development of head-mounted
displays for virtual reality (VR) or augmented reality (AR) offer the potential to overcome this barrier, where
in particular AR appears promising for scientific applications.
In this contribution, we present recent advances in the development of our framework chARpack (”chem-
istry in Augmented Reality package”) [1,2]. The framework supports multiple hardware platforms including
optical see-through and camera see-through devices, as well as traditional 2D displays. The various plat-
forms can interconnect and allow for both collocated and remote collaboration in a shared, interactive 3D
environment. This also facilitates a seamless transition between 3D stereoscopic views with true 3D input
and traditional desktop computers with mouse-and-keyboard input, preserving established workflows in
computational chemistry.
Our present core application is a comprehensive virtual molecular model kit that enables intuitive creation
and manipulation of molecular structures. Further features include a customizable force field, measure-
ments and structure overlays [2], or the bidirectional mapping of 3D structures and 2D structural formulas
[3]. A new interface also allows to integrate Python scripts, which gives perspective to arbitrary customiza-
tion of the 3D environment.
Besides applications in chemical research and education, the chARpack framework also opens up new
possibilities for exploring the field of human-computer interaction (HCI) and therefore provides a platform
for interdisciplinary research.

Literature
[1] Available at: https://charpack.github.io/ [2] T. Rau, M. Sedlmair, A. Köhn, J. Chem. Inf. Model. 2024,
64, 4700-4708, DOI: 10.1021/acs.jcim.4c00462 [3] T. Rau, M. Koch, N. Pathmanathan, T. Isenberg, D.
Weiskopf, M. Sedlmair, A. Köhn, K. Kurzhals, IEEE Comput. Graph. Appl., submitted
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Exploration of the Two-electron Correlation Space with Data-driven Quantum 
Chemistry 

Konstantinos D. Vogiatzis 
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The data-driven computational methodology developed by our group combines 
quantum chemistry with machine learning (ML) to surpass size limitations of accurate 
but computationally demanding methods such as coupled-cluster (CC). We have 
previously demonstrated the speedup and transferability that the data-driven CCSD 
(DDCCSD) model can achieve. [1-3] One major limitation of the DDCC models is the 
size of the training sets that increases exponentially with the system size. Effect 
sampling of the amplitude space can resolve this issue. Five different amplitude 
selection techniques that reduce the amount of data used for training were evaluated, 
an approach that also prevents model overfitting and increases the portability of 
DDCCSD to more complex molecules or larger basis sets. [4] Extension to 
perturbative triples (T) and alternative architectures based on graph neural networks 
will be also discussed. We recently developed a physics-informed neural network for 
DDQC that achieved a ten-fold increase in accuracy than our previous models. [5] For 
example, in the physics-informed workflow for coupled-cluster theory (DDCCNet 
model), we are introducing the actual equations of the coupled-cluster theory into the 
ML algorithms which allow a faster and more accurate learning process and lead to 
more transferable models. Finally, we have extended this approach to other quantum 
chemical methods, such as the variational 2-RDM (v2RDM). [6] 
 
[1] J. Townsend, K. D. Vogiatzis, J. Phys. Chem. Lett., 2019, 10, 4129. 
[2] J. Townsend, K. D. Vogiatzis, J. Chem. Theory Comput., 2020, 16, 7453. 
[3] G. M. Jones, P. D. V. S. Pathirage, K. D. Vogiatzis, Data-driven Acceleration of 
Coupled-Cluster Theory and Perturbation Theory Methods, in: “Quantum Chemistry 
in the Age of Machine Learning”, 2022, Editor: Pavlo Dral, Elsevier, pp. 509-529. 
[4] P. D. V. S. Pathirage, J. T. Phillips, K. D. Vogiatzis, J. Phys. Chem. A, 2024, 128, 
1938. 
[5] P. D. V. S. Pathirage, S. Akram, B. Quebedeaux, K. D. Vogiatzis, In Preparation. 
[6] G. M. Jones, R. R. Li, A. E. DePrince III, K. D. Vogiatzis, J. Phys. Chem. Lett., 
2023, 14, 6377. 
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Obtaining high-accuracy data for extended molecular systems is one of the big 
challenges in quantum chemistry. We present a technique that allows one to reach a very 
high methodological level – distinguishable cluster with singles, doubles and iterative 
triples [1] – at a substantially reduced computational cost. This is achieved by tensor 
decomposing the triples amplitudes [2], as is shown in Fig. 1. We refer to this method as 
SVD-DC-CCSDT [3].  
 
The tensor decomposition leads to a drastic compression of the amplitude space and 
reduction of both the scaling and prefactor without compromising the accuracy. The 
energy differences calculated with the presented technique are on average within around 
0.1 kcal/mol from the CCSDT(Q) results and converge quickly with respect to the 
decomposition tightness, as is demonstrated in Fig. 2. 
 
The new method is applied to resolve the controversy in the coronene dimer interaction 
energies, demonstrating the importance of full iterative triples. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
[1] D. Kats and A. Köhn, "On the distinguishable cluster approximation for triple 
excitations", J. Chem. Phys. 150, 151101 (2019) 
[2] M. Lesiuk, "Implementation of the coupled-cluster method with single, double, and 
triple excitations using tensor decompositions", J. Chem. Theory Comput. 16, 453 (2020) 
[3] C. Rickert, D. Usvyat, D. Kats, "Tensor Decomposed Distinguishable Cluster. I. Triples 
Decomposition", in preparation 

Fig 1: Tensor decomposition of the triples amplitudes. Fig 2: The error of SVD-DC-CCSDT against CCSDT(Q). 
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Microscopic insights into electronic phase transitions in quantum materials

using coupled cluster theory

Johannes Tölle1, Garnet Kin-Lic Chan1

1Division of Chemistry and Chemical Engineering, California Institute of Technology,

Pasadena, California 91125, USA

Gaining microscopic insights into how the interaction between electrons manifests in vari-

ous electronic phases, for example in quantum materials, is essential for the fundamental

understanding of phenomena such as unconventional superconductivity. Diagrammatic

electronic structure theory, i.e., coupled cluster theory allows not only to accurately de-

scribe electronic phases in quantum materials [1, 2], but also enables the physical inter-

pretation in terms of the underlying diagrammatic structure.

In this contribution, I will show explicitly how a channel decomposition of the coupled

cluster singles doubles (CCSD) approximation can be leveraged to gain insights into

the pairing mechanism responsible for superconductivity in the 2D Hubbard model and

CaCuO2. Furthermore, I will give an outlook on a reformulation of CCSD theory capa-

ble of overcoming some of the limitations of CCSD when applied to strongly interacting

electrons.

[1] Z. Cui, H. Zhai, X. Zhang, Garnet Kin-Lic Chan, Science, 377, 1192-1198 (2022)

[2] Z. Cui, J. Yang, J. Tölle, H. Z. Ye, H. Zhai, R. Kim, X. Zhang, L. Lin, T. C. Berkel-

bach, G. K. L. Chan, arXiv:2306.16561 (2023)
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S. Ghassemi Tabrizi, Görlitz/Germany 
 

Dr. Shadan Ghassemi Tabrizi, Center for Advanced Systems Understanding (CASUS), 
Am Untermarkt 20, 02826 Görlitz, Germany 

 
 
The Heisenberg model is widely used to describe the magnetic properties of exchange-
coupled clusters, which are of significant interest in molecular magnetism. Our research 
advances the approximation of ground states and the derivation of magnetic coupling 
constants for Heisenberg spin clusters using quantum-chemical methods such as 
Mean-Field (MF) and Symmetry-Projected Mean-Field (SPMF) theories, including 
Projected Hartree–Fock (PHF). We employ spin and point-group (PG) projectors to 
restore symmetries from broken-symmetry (BS) references, ensuring qualitatively 
correct representations of quantum states. 
 
By fermionizing spin degrees of freedom, PHF can be applied to Heisenberg systems 
as an electronic-structure method [1]. Additionally, cluster-based PHF (cPHF) groups 
sites into discrete clusters, incorporating intracluster correlation at the mean-field level 
and capturing intercluster correlation through symmetry projection [2]. This method 
significantly improves the accuracy of ground state and singlet-triplet gap predictions 
for various spin arrangements. An alternative fermionization is provided by the Jordan-
Wigner (JW) transformation, which captures substantial correlation (compared to 
working in the spin representation) at the mean-field level, reducing the strong-
correlation character of spin systems [3,4]. 
 
We also utilize BS solutions to construct effective spin Hamiltonians, extracting a 
broader range of coupling parameters than the traditional BS approach by considering 
energies and Hamiltonian elements between different mean-field solutions [5]. 
 
Furthermore, spin and PG projectors on spin configurations facilitate efficient full 
diagonalization of the Heisenberg model [6]. These advancements highlight the 
combined potential of MF and SPMF approaches based on spin or fermionic 
representations as complementary methodologies for studying finite spin clusters. 
Similar approaches offer pathways for more accurate SPMF methods to enhance the 
understanding of various properties of magnetic molecules. 
 
[1] S. Ghassemi Tabrizi, C. A. Jiménez-Hoyos, Phys. Rev. B 2022, 105, 035147. 
[2] S. Ghassemi Tabrizi, C. A. Jiménez-Hoyos, Condens. Matter 2023, 8, 18. 
[3] T. M. Henderson, G. P. Chen, G. E. Scuseria, J. Chem. Phys., 2022, 157, 194114.  
[4] T. M. Henderson, S. Ghassemi Tabrizi, G. P. Chen, G. E. Scuseria, J. Chem. Phys., 
2024, 160, 064103. [5] S. Ghassemi Tabrizi, J. Chem. Phys. 2023, 159, 154106. 
[6] S. Ghassemi Tabrizi, T. D. Kühne, arXiv preprint arXiv:2405.00214, 2024. 
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Machine learning (ML) has made significant strides in various fields, but its integration 
into photochemistry, which is important for many processes relevant to nature and life 
as we know it, remains a challenge. In this talk, we will explore the potential of ML 
models developed specifically for excited states to accelerate the discovery of chemical 
reactions and improve the prediction of molecular electronic properties, thereby 
improving our understanding of photochemical processes [1]. In addition, we will 
address different ways of modelling excited states, including the use of new neural 
network architectures or the incorporation of symmetries into them [2,3]. Finally, we will 
discuss the integration of these predictive models with generative learning [4] and 
reinforcement learning [5] for advanced molecular design and efficient exploration of 
the vast chemical compound space. 
 
Literature: 

[1] Julia Westermayr, Michael Gastegger, Dóra Vörös, Lisa Panzenboeck, Florian 
Joerg, Leticia González, and Philipp Marquetand, Nat. Chem. 2022, 14(8), 914-919. 
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IR Spectroscopy and Electric Field Molecular Dynamics Simulations from

Machine Learning the Atomic Polar Tensor

P. Schienbein1,2

1Lehrstuhl für Theoretische Chemie II, Ruhr-Universität Bochum, 44780 Bochum, Germany
2Research Center Chemical Sciences and Sustainability, Research Alliance Ruhr, 44780

Bochum, Germany

Vibrational spectroscopy is a key technique to elucidate microscopic structure and dynamics.

Without the aid of theoretical approaches, it is, however, often difficult to understand such spec-

tra at a microscopic level. Ab initio molecular dynamics has repeatedly proved to be suitable

for this purpose [1, 2, 3], but the computational cost can be daunting; in particular when elec-

tronic structure methods beyond GGA DFT are required. Here, a new route to calculate accurate

IR spectra from machine learning molecular dynamics is presented, utilizing the atomic polar

tensor [4]. The latter can be trained a posteriori on existing molecular dynamics simulations

using the E(3)-equivariant neural network e3nn [5] and is a most fundamental physical observ-

able. The introduced methodology is therefore general and transferable to a broad range of

systems. Besides enabling the calculation of accurate IR spectra, the atomic polar tensor en-

ables machine learning molecular dynamics simulations explicitly including an external electric

field [6]. Applying the methodology to liquid water, a key electrolyte exposed to electric fields

in electrochemical applications, we find very good to excellent agreement with available experi-

mental data. This indicates that our approach can significantly contribute toward novel physical

findings, especially where large-scale molecular dynamics simulations or expensive electronic

structure calculations are required.
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With the evolution of quantum chemical methods and modern multicore computer 
architectures, it's now possible to simulate the infrared (IR) spectra of isolated molecules 
with accuracy parallel to established experimental methods which is on the order of a few 
cm-1. Theoretical IR spectroscopy therefore provides ideal conditions for rigorous 
benchmarking of novel methodologies, e.g. for constructing potential energy surfaces 
(PESs). Although it is mainly the multi-dimensional PES that controls the accuracy of these 
calculations, the subsequent vibrational structure calculations also need to be carefully 
converged to yield accurate results [1,2].  
In this contribution traditional approaches for representing a PES based on polynomial 
expansions will be compared to machine-learning based methods, specifically high-
dimensional neural network potentials (HDNNPs) [3]. While the former approach has been 
automated [4], HDNNPs still require large data sets for training and a high amount of user 
control to achieve comparable accuracy [5]. Additionally, established methods for 
generating structures to be used for the data set like normal mode sampling [6] or sampling 
from molecular dynamics trajectories [7] will be discussed and shown to be problematic 
when accurate vibrational calculations are to be performed.  
Drawing ideas from the traditional methods, namely the well-known n-mode expansion, a 
physically motivated iterative active-learning workflow for the construction of machine-
learning based PESs is presented. Benchmark results for molecules with increasing number 
of atoms will be presented, showing a more consistent construction of accurate HDNNPs 
and a reduction in the required amount of expensive training data. The presented workflow 
is formulated in a general manner making it applicable also to the construction of machine-
learning based PESs for other purposes such as reaction modeling or condensed phase 
simulations. 
 
[1] B. Schröder and G. Rauhut, Vibrational Configuration Interaction Theory. In Vibrational 
Dynamics of Molecules, edited by J. M. Bowman (World Scientific Publishing, Singapore, 
2022), 1-40. 
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Photoswitches are intriguing molecules capable of converting light into mechanical energy,

enabling them to reversibly change their structure upon light absorption. This unique property

makes them invaluable for various applications, including proton pumping, vision, and superres-

olution microscopy. One major challenge in this field is improving the ability to control these

switches using visible light instead of damaging UV radiation. To address this, research efforts

have focused on extending the chromophores of photoswitches to shift their absorption from

UV to near-infrared [1,2].

Understanding photoswitches requires a detailed examination of how light-induced molecular

motions are influenced by the size, flexibility, and electronic structure of their E - and Z -isomers.

In this talk, I will present theoretical insights into the state-specific spectral signatures and

photochemical mechanisms of a series of photoswitches. We will explore examples ranging

from UV-absorbing model systems with small chromophores (6 π-electrons) to switches that

absorb in the all-red and near-infrared regions.

[1] C. Petermayer, S. Thumser, F. Kink, P. Mayer, H. Dube
”
Hemiindigo – Highly Bistable

Photoswitching at the Biooptical Window“ J. Am. Chem. Soc. 2017, 139, 15060-15067.

[2] L. Köttner, E. Ciekalski, H. Dube
”
Peri-Anthracenethioindigo: a Scaffold for Efficient

All-Red-Light and Near-Infrared Molecular Photoswitching“ Angew. Chem. Int. Ed. 2023, 62,

e202312955.
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Mapping Approach to Surface Hopping (MASH)
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We combine the best aspects of the two rivial nonadiabatic approaches of fewest-

switches surface hopping (FSSH) and quasiclassical mapping methods to derive the

Mapping Approach to Surface Hopping (MASH) [1].  Like quasiclassical mapping,

MASH is rigorously derivable from the quantum-classical  Liouville equation.  Like

surface  hopping,  MASH  transitions  between  adiabatic  surfaces,  meaning  that  it

recovers wavepacket branching and never moves on inverted potentials.  Because of

its rigorous derivation, it gives unique prescriptions for the momentum rescalings and

decoherence  corrections,  which  have  proven  to  be  controversial  aspects  of  the

standard  FSSH  approach.   MASH  trajectories  evolve  under  fully  deterministic

equations of motion, which unlike FSSH, guarantees that there is always internal

consistency between the active propagation surface and the time-evolved electronic

state.  We show that MASH exhibits improved accuracy over FSSH in various model

systems  and  in  particular  can  recover  Marcus  theory  without  decoherence

corrections [2]. Given the current popularity of using FSSH in ab initio simulations of

chemical systems, our new algorithm has the potential for offering a more accurate

and  rigorous  dynamical  method  for  these  applications,  all  at  a  comparable

computational cost [3-4].

[1] Mannouch & Richardson, JCP 158, 104111 (2023).

[2] Lawrence, Mannouch & Richardson, JPC Lett. 15, 707 (2024).

[3] Lawrence, Mannouch & Richardson, JCP 160, 244112 (2024).

[4] Lawrence, Ansari, Mannouch, Manae, Asnaashari, Kelly & Richardson, JCP 160,

174306 (2024).
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The nuclear-electronic orbital (NEO) method treats selected nuclei, typically protons, on 
the same level as electrons in a multicomponent quantum chemistry framework.[1,2] In 
this way, NEO methods naturally capture the nuclear delocalization and anharmonicity 
of the select protons. Using multiconfigurational NEO methods, we can calculate 
ground state tunneling splittings in symmetric double well systems.[2-4] However, such 
calculations neglect the tunneling effects of the “classical nuclei” that are not treated 
with the NEO approach. Ring-polymer instanton (RPI) theory is an efficient approach to 
account for the tunneling effects of the whole molecule, but it makes a harmonic 
approximation for the modes orthogonal to the instanton trajectory, which is known to 
fail when anharmonicity is important.[5] 
 
In this contribution, we present a method for computing tunneling splittings in molecular 
proton transfer systems by combining the NEO method with golden-rule RPI theory.[6] 
The resulting NEO-RPI method treats the transferring proton quantum mechanically 
with the NEO method and describes the motion of the other nuclei semiclassically with 
RPI theory. The application to malonaldehyde has produced promising results. 
 
Literature: 
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4118. 
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Ultrafast, attosecond science is developing as a highly relevant field exploring the natural

time scales of atoms and electrons. But to include the quantum nature of electrons and

atoms scales enormously in effort and therefore mostly electron dynamics is treated within

the fixed-nuclei approximation or nuclear dynamics are limited to few electronic states.

Instead it is of great interest to bridge these two regimes and enable new perspectives,

e.g.  capture  nuclear  dynamics  as  a  perturbation  to  structure  and  dynamics  of  the

electronic system.

We present the description of small molecules through potential energy surfaces, dipoles

and  non-adiabatic  couplings  from  ab-initio  calculations  to  simulate  coupled  nuclear-

electron dynamics beyond the Born-Oppenheimer picture for several hundred electronic

states.

The dynamics are benchmarked with the process of High-Harmonics Generation (HHG),

which necessitates accurate modeling of ionization and high sensitivity in large-amplitude

electron motion/ electron dynamics. From these systems (H2
+, H2, LiH, H2O), we can relate

the results to standard approximations made, namely the use of Born-Oppenheimer and

Harmonic Oscillator potentials.

40



ddX: Polarizable Continuum Solvation from Small Molecules to Proteins 

B. Stamm, Stuttgart, M. Nottoli, Stuttgart, M. Herbst, Lausanne, A. Mikhalev, Moscow, 

A. Jha, Stuttgart, F. Lipparini, Pisa 

Pfaffenwaldring 57, 70569 Stuttgart 

Polarizable continuum solvation models are popular in both, quantum chemistry and in 
biophysics, though typically with different requirements for the numerical methods. 
However, the recent trend of multiscale modeling can be expected to blur field-specific 
differences. In this regard, numerical methods based on domain decomposition (dd) 
have been demonstrated to be sufficiently flexible to be applied all across these levels 
of theory while remaining systematically accurate and efficient. In this talk, we present  
the numerical methods behind ddX, an open-source implementation of dd-methods for 
various solvation models, which features a uniform interface with classical as well as 
quantum descriptions of the solute, or any hybrid version thereof. We finish with 
numerical tests illustrating the performance of ddX and its interfaces.
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Electronic Structure with Quantum Circuits

J.S. Kottmann, Augsburg/DE

Universitätsstraße 2, 86159 Augsburg

We will explore novel approaches that leverage the principles of unitary coupled cluster
tailored to quantum computers. We will introduce the underlying design principles of
quantum circuits that prepare approximations to electronic eigenstates and see how a
differentiable framework can be realized. Along the way, we will see some explicit examples
of current research and some open questions.
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MiMiC: A Flexible Multiscale Simulation Framework for the Next-Generation HPC 

A. Antalík (Lausanne CH), A. Levy (Lausanne CH), S. Kvedaravičiūtė (Lyngby DK), 
J. M. H. Olsen (Lyngby DK), U. Röthlisberger (Lausanne CH), the MiMiC Consortium 

LCBC, EPFL, Avenue Forel 2, Lausanne, 1015 Switzerland 

Nowadays, a user can choose from a wide variety of computational chemistry software 
packages, each coming with a set of specific features and strong suits. Many of these 
programs offer multiscale simulation support for modeling chemical processes in com-
plex molecular systems, which often contain subdomains that require a higher level of 
theory, and/or the processes that might unfold on a considerable time scales. However, 
writing interfaces for such simulations involving several independent programs is al-
ways a balancing act between performance and flexibility. 

Addressing this challenge, the MiMiC framework1–3 aims to provide a general interface 
for different programs handling individual subsystems at varying levels of theory. It facil-
itates data exchange between these concurrently running programs and potentially cal-
culates interactions that might arise between the subsystems. Notably, it implements a 
generalized electrostatic embedding scheme with which it has demonstrated efficient 
scaling for large-scale simulations using tens of thousands of cores.4 

To minimize the implementation overhead when interfacing with various software pack-
ages, we adopted a loose-coupling paradigm combined with a multiple-program multi-
ple-data model (MPMD). This approach offers a key advantage by not interfering with 
the underlying parallelization of specific programs. It thus provides significant flexibility, 
while maintaining high efficiency, and allows users to fully exploit modern modular high-
performance computing (HPC) architectures, as present in LUMI or JUPITER, the up-
coming first exa-scale supercomputer in Europe.5 

In this contribution, we present the latest developments in MiMiC, with a particular fo-
cus on its software design, and the new and upcoming features such as polarizable 
embedding QM/MM as well as new external programs (CP2K, OpenMM, TinkerHP). 
We hope to make a case for MiMiC as a compelling choice for multiscale molecular 
modeling in the forthcoming era of exa-scale HPC. 

(1) J. M. H. Olsen, V. Bolnykh, S. Meloni, E. Ippoliti, M. P. Bircher, P. Carloni,    
U. Röthlisberger, J. Chem. Theory Comput. 15, 3810 (2019). 

(2) A. Antalík et al., accepted manuscript J. Chem. Phys. [arXiv:2403.19035] (2024). 

(3) https://mimic-project.org 

(4) B. Raghavan, M. Paulikat, K. Ahmad, L. Callea, A. Rizzi, E. Ippoliti, D. Mandelli,  
L. Bonati, M. De Vivo, and P. Carloni, J. Chem. Inf. Model., 63, 3647–3658 (2023). 

(5) https://www.fz-juelich.de/en/ias/jsc/jupiter/tech
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Prediction of fundamental physics and spectroscopy of small molecular ions with 
relativistic quantum chemistry

C. Zülch, DE, K. Gaul, DE, S. M. Giesen, DE, R. Berger, DE.

Carsten Zülch, Fachbereich Chemie Philipps-Universität Marburg, 35032, Germany.

In  the  search  for  physics  beyond  the  standard  model  of  particle  physics  a  low-energy 
tabletop  experiment  complementary  to  e.g.  the  large  hadron  collider  at  CERN  is  the 
measurement of a hypothetical  parity and time-reversal  (P,T)  violating permanent electric 
dipole moment (EDM) [1]. An EDM in the intrinsic frame of a polar molecule as it is computed 
in all common quantum chemistry packages is different than a P,T-odd EDM, as the former 
rotationally averages out for a random orientation of a diatomic molecule. A P,T-odd EDM on 
the other hand is composed of several effects such as an EDM of elementary particles like 
the electron or the highly exotic nuclear Schiff moment of the nucleus. The effects leading to a 
P,T-odd EDM are more enhanced in polar molecules than compared to atoms, relativistic in 
nature  and  dependent  on  the  electronic  state  [2,3].  Thus,  we  need  relativistic  quantum 
chemistry  where  spin-orbit  coupling  is  treated  non-perturbatively  in  order  find  suitable 
systems  with  large  enhancements  and  good  predictions  of  necessary  spectroscopic 
properties.
Molecular ions have the advantages of being sympathetically coolable, guidable by electric 
fields and trappable in magneto-optical traps for longer time scales [4,5]. In addition, small 
molecules  with  a  high  charge  have  the  charm of  a  congested  level  structure  leading  to 
possible quasi-degenerate vibrational states. This congested level structure is favourable for 
a different aspect of fundamental physics, namely the search for a hypothetical change in the 
fine-structure constant [6]. From the perspective of stability, an increasing charge of a small 
molecule increases the chance of Coulomb explosion. As such, the investigation of stable 
highly charged molecular ions could lead to insights on chemical stability and the nature of 
the chemical bond influenced by such extreme conditions.
We  assess  the  above  mentioned  properties  on  the  level  of  two-component  complex 
generalised Hartree–Fock and Kohn–Sham within the Zeroth Order Regular Approximation 
[7-10]  and  incorporate  further  correlation  on  the  level  of  two-component  second-order 
perturbation theory where necessary.

[1] D. DeMille, Physics Today (2015), 68, 34.
[2] P. G. H. Sandars, Phys. Rev. Lett. (1967), 19, 1396.
[3] V. G. Gorshkov, L. N. Labzovskii, A. N. Moskalev, Sov. Phys. JETP (1979), 49, 209.
[4]  C.  Zülch,  K.  Gaul,  S.  M.  Giesen,  R.  F.  Garcia  Ruiz  and  R.  Berger,  arXiv  (2020), 
physics.chem-ph, 2203.10333.
[5] C. Zülch, K. Gaul, R. Berger, Isr. J. Chem. (2023), 63, e202300035.
[6] J.-P. Uzan, Rev. Mod. Phys. (2003), 75, 403.
[7] C. Chang, M. Pelissier, P. Durand, Phys. Scr. (1986), 34, 384.
[8] E. van Lenthe, E. J. Baerends, J. G. Snijders, J. Chem. Phys. (1993), 99, 4597.
[9] C. van Wüllen, J. Chem. Phys. (1998), 109, 392.
[10] K. Gaul, R. Berger, J. Chem. Phys. (2020), 152, 044101.
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Ab initio quantification of the nuclear dimensions for electron transfer 
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Prof. Dr. Vera Krewald, TU Darmstadt, Department of Chemistry, Quantum Chemistry,         
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Electron transfer is ubiquitous in chemistry, for instance in intermolecular redox events 
during catalysis, along enzymatic charge transport chains, or as intramolecular events in 
some mixed-valent compounds. In the Marcus–Hush model, electron transfer (ET) 
results in a change in diabatic potential energy surfaces, separated along an ET nuclear 
coordinate.[1] This coordinate accounts for all nuclear motions that promote electron 
transfer. It is usually assumed to be dominated by a collective asymmetric vibrational 
motion of the redox sites involved in the ET, but it is rarely quantitatively specified.  
 
Herein, we describe an ab initio approach for quantifying the ET coordinate in mixed-
valence compounds.[2] Using sampling methods at finite temperature combined with 
density functional theory calculations, we find that the electron transfer can be followed 
using the energy separation between potential energy surfaces and the extent of electron 
localization. The precise nuclear motion that leads to electron transfer is then obtained 
as a linear combination of normal modes. We demonstrate this approach for a series of 
dinitroradical anions falling into different Robin–Day Classes depending on the 
environment.  
 
Mixed-valence compounds are often characterized by an intervalence charge-transfer 
(IVCT) band that is associated with intramolecular electron transfer. We will present an 
ab initio interpretation of the electronic structure of the Creutz–Taube ion,[3] whose 
characteristic IVCT band has received different, even diverging interpretations. Using a 
two-state Marcus–Hush model in combination with ab initio calculations, we demonstrate 
that both antisymmetric and symmetric vibrational motions are required to explain the 
shape of the IVCT band. We find that the symmetric dimension originates from geometry-
dependent coupling, which in turn is a natural consequence of the well-established 
superexchange mechanism. 
 
 
Literature: 
[1] Marcus, R. A., J. Chem. Phys. 1956, 24, 966. N. S. Hush, Coord. Chem. Rev. 1985, 
64, 135. R. A. Marcus, N. Sutin, Biochim. Biophys. Acta 1985, 811, 265. B. S. 
Brunschwig, N. Sutin, Coord. Chem. Rev. 1999, 187, 233–254. M. B. Robin, P. Day, Adv. 
Inorg. Chem. Radiochem. 1968, vol. 10, pp. 247. M. Parthey, M. Kaupp, Chem. Soc. Rev. 
2014, 43, 5067.  
[2] A. Šrut, B. J. Lear, V. Krewald, Chem. Sci. 2023, 14, 9213-9225.  
[2] C. Creutz, H. Taube, J. Am. Chem. Soc. 1969, 91, 3988. 
[4] A. Šrut, B. J. Lear, V. Krewald, Angew. Chem. Int. Ed. 2024, 63, e202404727. 
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Coupled Quantum Dynamics of Chlorophyll B-Bands and XMS-CASPT2 X-ray
Absorption Spectra

L. Bäuml, R. de Vivie-Riedle, Munich/Germany

Lena Bäuml, Ludwig-Maximilians-Universität München, Butenandt-Str. 11, 81377
Munich/Germany 

One  of  the  few  experimental  possibilities  to  resolve  ultrafast  nuclear  and  electron
dynamics  are  time-resolved  X-ray  absorption  spectra  (XAS).  The  computational
simulation  of  XAS is  becoming  increasingly  important  when  it  comes  to  assigning
complex spectral features. This requires the development of workflows to simulate XAS
at a higher level of theory for a wider range of molecules than currently available in
order to offer guidance and stimulation of new experiments. Building on a previously
published  workflow  [1],  we  extended  it  to  simulate  time-resolved  XAS  for  the
magnesium and nitrogen K-edge of chlorophyll. Despite numerous studies the excited
state dynamics of  this molecule is  still  not  fully  understood.  We applied grid-based
wavepacket  quantum  dynamics  on  representative  XMS-CASPT2  potential  energy
surfaces and could thereby show that the first two excited states Qy and Qx, as well as
the higher lying excited states Bx and By are strongly coupled. We investigate the
possibility to follow the ultrafast intra-band population transfer within B- and Q-band, as
well as the inter-band transfer from B to Q with time-resolved XAS. The transient XAS
are obtained by combination of static XAS with coupled nuclear and electron dynamics.
In  this  way  we  can  not  only  describe  the  nuclear  wavepacket  dynamics,  but  also
account for the electronic coherence and predict its influence on the XAS.

Literature:

[1] L. Bäuml, F. Rott, T. Schnappinger and R. de Vivie-Riedle, J. Phys. Chem. A 2023, 
127, 9787.
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Spectra Prediction and Peak Assignment using Graph Neural Networks  
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Hannover/GER, Helmholtz-Zentrum Berlin für Materialien und Energie GmbH, Hahn-
Meitner-Platz 1, 14109 Berlin/GER 
 
The use of sophisticated machine learning (ML) models, such as graph neural 
networks (GNNs) to predict complex molecular properties or all kinds of spectra has 
grown rapidly [1,2]. However, other than known from quantum chemistry calculations of 
spectra, the peak assignment is no integral part of black-box ML models. Explainable 
artificial intelligence offers tools to open the box: Feature attribution serves to 
determine the contributions of various atoms in the molecules (nodes in the GNN) to 
the peaks observed in the spectrum (see figure). By numerically comparing this peak 
assignment to the core and virtual orbitals from the quantum-chemical calculations 
underlying the exemplary X-ray absorption spectra data set of small organic molecules, 
we demonstrate how the atomic contributions deliver spectra interpretation [3]. 
Robustness tests further demonstrate the reliability of the predictions. 
 
 

 
 
Literature: 

[1] K. Singh, J. Münchmeyer, L. Weber, U. Leser, A. Bande, J. Chem. Theory Comput. 
2022, 18, 4408. [2] A. Kotobi, L. Schwob, G. B. Vonbun-Feldbauer, M. Rossi, P. 
Gasparotto, C. Feiler, G. Berden, J. Oomens, B. Oostenrijk, D. Scuderi, S. Bari, R. H. 
Meißner, Commun. Chem. 2023, 6, 46. [3] A. Kotobi, K. Singh, D. Höche, S. Bari, R. H.  
Meißner, A. Bande, J. Am. Chem. Soc. 2023, 145, 22584. 
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Toward an Automated Calculation of Anharmonic Vibrational Frequencies in Arbitrary 
Internal Coordinates

M. Schneider, Stuttgart/DE, G. Rauhut, Stuttgart/DE

Pfaffenwaldring 55 70569 Stuttgart

The calculation of anharmonic vibrational frequencies in arbitrary internal coordinates requires 
the computation of the kinetic energy as well as the evaluation of a multidimensional potential 
energy surface. Due to the myriad definitions of internal coordinates, writing an automated 
algorithm for this purpose is a challenging task.  The various properties of the coordinates 
require a high degree of flexibility in the calculation of the potential energy surface to handle 
the key elements as choosing fitting functions, positioning of grid points, exploitation of 
symmetry, or the elongation of the surface. Also for the subsequent frequency calculation, 
which consists of high dimensional integrals due to the coupling within the kinetic energy, 
constraints like a n-mode expansion of the Wilson G matrix need to be used to allow for a 
general implementation of the Podolsky operator.
To proof the concepts of the implemented algorithms, the HOPO molecule is used as a 
benchmark system, to highlight the benefits of the internal coordinate with respect to large 
amplitude motions.

Poster P001
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Non-innocent pyridine diimine (PDI) complexes with first-row transition metals have 
emerged as effective catalysts in organometallic transformations. However, 
understanding their reactivity is challenging due to the multi-spin feasibility of 3d metals 
and the presence of non-innocent ligands. While density functional theory (DFT) has 
been widely used to unravel mechanistic insights, its limitations as a single-reference 
method can potentially misrepresent spin-state energetics, compromising our 
understanding of these intricate systems. 
 
In this study, we investigate an iron-PDI-catalyzed [2 + 2] cycloaddition of alkenes[1] 
using state-averaged complete active space self-consistent field/N-electron valence 
state perturbation theory (SA-CASSCF/NEVPT2) alongside DFT calculations. Contrary 
to DFT(TPSSh) predictions of two-state reactivity (TSR), SA-CASSCF/NEVPT2 
calculations reveal a highly multiconfigurational nature and identify a different rate-
limiting step with a single-state scenario. Insights into electronic ground states and spin 
distribution elucidate intriguing metal-ligand interactions and depict metal-ligand 
cooperativity throughout the catalytic cycle. Comparative analysis with DFT functionals 
highlights their limitations in predicting accurate results across all reaction aspects.  Our 
comprehensive evaluation indicates that single-point energy calculations using the 
modern density functional MN15 on TPSSh geometries offer the most reliable density 
functional methodology in scenarios where computational cost is a concern.[2] 
 

 
 
Literature: 

[1] J. M. Hoyt, V. A. Schmidt, A. M. Tondreau, P. J. Chirik, Science. 2015, 349, 960–
963.  
[2] N. Kumar, P. Gupta, J. Phys. Chem. A 2024. 
https://doi.org/10.1021/acs.jpca.3c08325 
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Unidentical Twins: Geometrically Similar yet Chemically Distinct Metal-Free Sites 
in Boron Oxide for Methane Oxidation to HCHO, CO and CO2 
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Boron-based catalysts such as boron oxide (B2O3) and hexagonal boron nitride (h-BN) 
that perform alkane oxidation have attracted significant interest in recent years.[1,2] Wang 
et al. carried out methane oxidation through an intriguing reaction where O2, despite its 
stable triplet state, reacts with B2O3 to produce HCHO, CO and CO2.[3] In the present 
works, we computationally examined the reactivity of B2O3 towards O2 for methane 
oxidation.[4,5] We took the actual structure of B2O3 derived from its crystal structure and 
conducted periodic DFT calculations in combination with orbital analysis.[4] The B2O3 
catalyst contains various probable sites that may be responsible for methane oxidation. 
We utilized DFT to compare two relevant geometrically identical B2 and B4 sites for their 
reactivities. We employed descriptors such as condensed Fukui functions and global 
electrophilicity index to chemically distinct these sites. The two sites are explored in-detail 
for the CH4 to HCHO, CO and CO2 conversion. Orbitals reveal that at singlet and triplet 
states, methane activation proceeds via a hydride transfer and a hydrogen atom transfer 
mechanism, respectively.  

  

 
 
Literature: 

[1] W.-D. Lu, D. Wang, Z. Zhao, W. Song, W.-C. Li, A.-H. Lu, ACS Catal. 2019, 9, 
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J. Tan, Z. Zhang, P. Han, M. Yin, S. Wan, J. Lin, S. Wang, Y. Wang, Nat. Commun. 
2020,11, 5693. [4] P. Rawal, P. Gupta, ChemCatChem, 2023, 15, e202300364. [5] P. 
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vapor interface of aqueous solutions 
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The vapor-liquid mass transfer phenomena are interesting in many areas of science 

and engineering since the kinetics and mechanism of mass transfer from the liquid to 

vapor phase strongly influence the rate of reaction, aerosol formation, and drying 

materials as well as in nature plays a vital role in balancing atmospheric temperature 

and cloud formation. The process of evaporation has proven challenging to study 

experimentally, and because it is infrequent on molecular time scales, it presents a 

challenge for computer simulations as well. [1,2] We explore the effects of ionic solutes 

(NaCl) on the rate and mechanism of water evaporation with varying concentrations. 

The mechanism, kinetics, and potential of mean force (PMF) of evaporation of water 

from aqueous NaCl solutions are investigated by both unbiased molecular dynamics 

simulations and biased simulations using the umbrella sampling method. [3] The rate of 

evaporation is found to decrease in the presence of ions. The evaporation of a surface 

water molecule from ionic solutions can be triggered through its collision with another 

water or chloride ion and water combined. Thus, the mechanism of the evaporation 

process of ionic solutions can be more complex than that of pure water. We also 

present a detailed mechanism of water evaporation from the surface of graphene and 

graphene oxide by reducing the thickness of the pure water layer. Noticeably, water 

evaporation is more frequent in reducing the thickness of the water layer on graphene 

sheets. In contrast, it shows the opposite behavior in reducing water thickness on 

graphene oxide sheets. We use the umbrella sampling method to calculate the PMF 

across water evaporation. In the case of an ion-water system, the free energy changes 

(∆F) are found to increase with increasing concentration of NaCl. The ∆F calculations 

of water evaporation from the graphene sheets are found to decrease with decreasing 

thickness of water, while a reversed trend is observed in the case of water evaporation 

from the surface of graphene oxide.  

 

 
Literature: 
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ORCA 6: next-generation software for real-world applications

J. Koopman, Cologne/Germany,  B. de Souza, Cologne/Germany, C. Riplinger,
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In this work, we will showcase the newest algorithms and improvements implemented
in the latest version of the ORCA software (Version 6.0, released 26. June 2024). With
this update, it has become more feasible to compute larger and more flexible structures
than before. 
Thereby one of our focus points in the development of the newest ORCA software was
to improve the robustness and efficiency of the SCF solver. It was completely rewritten
from scratch, making sure that it uses the least possible amount of memory, and now
allows calculations with more than 5.000 atoms and 50.000 basis functions. 
Further development in the chemical application area of the software improves upon
the use of sophisticated solvation models. On the one hand, we demonstrate how the
newly implemented implicit solvation model DRACO [1] improves calculated solvation
energies by automatically adapting CPCM radii  to charges. On the other hand, our
advanced explicit  SOLVATOR algorithm [2] uses swarm intelligence to automatically
place explicit solvent molecules onto any given solute, independent of the solvent used.
Using this swarm intelligence procedure for our recently developed DOCKER method
[3],  we show how all  users of ORCA 6 are now able to combine any two arbitrary
structures to routinely find the optimal binding position of the structures in question. 
Besides  this,  ORCA is  now  able  to  compute  conformer  ensembles  for  any  input
structure using the global optimizer algorithm (GOAT) [4], which can be used together
with any method implemented in ORCA, including hybrid and non-hybrid DFT, excited
states, broken symmetry, QM/MM, etc. 

Overall, we present how the new and improved ORCA 6 program package enables the
computation of large, flexible, real-world and chemically relevant structures faster and
more accurately than ever before. 
 

Literature:
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The vibronic ground state of HO-H-OH- represents axial Ra and Sa 

enantiomers, with equal probabilities. If the chirality is measured to be Ra, 

then this induces periodic quantum stereo-mutation from Ra to Sa to Ra to Sa 

and so on. Likewise, the observation of Sa induces chirality flips from Sa to Ra 

to Sa to Ra and so on. The period of stereo-mutation is τ = 2.266 ps. The 

phenomenon is supported by the light masses of the hydrogen atoms which 

interchange positions during stereo-mutation. Interchanges of heavier 

atoms would suppress the phenomenon. This heavy-atom-blockade of 

quantum stereo-mutation is demonstrated for SiC4H4. The results are 

obtained by means of quantum chemical calculations and by quantum 

dynamics simulations. 
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Cavity-Born-Oppenheimer Hartree-Fock: 
Optimizing Molecules under Vibrational-Strong-Coupling

T  .   Schnappinger  ,   Stockholm  /  SE  

Dr. Thomas Schnappinger, Stockholm University, Fysikum, 10691 Stockholm/SE

Polaritonic chemistry is a rapidly growing multi-disciplinary research field. The strong
coupling of molecules and light within optical cavities offers a novel way to not only alter
and  design  chemical  and  physical  properties  of  molecules,  but  to  also  shape  the
(quantum) properties of light in various ways. When molecules are placed in such a
non-classical photonic environment, it is possible to form strong light-matter-coupled
hybrid  states  called  polaritons.  Recent  experiments  show  that  this  strong  coupling
between light and matter offer a possible novel approach to control chemical reactions.
The situation in which the quantized cavity modes are coupled via their characteristic
frequency to vibrational degrees of freedom of molecules is called vibrational strong
coupling. In this regime, the chemistry of a single electronic state (mostly the ground
state)  and  its  vibrational  spectroscopy  are  influenced  by  the  cavity  interaction.
However, despite a plethora of suggested applications and observed novel effects, the
current theoretical description is limited and far from complete.

In  this  contribution  we  investigate  how  the  molecular  structure  changes  under
vibrational  strong  coupling  using  an  ab-initio  method  based  on  the  cavity  Born-
Oppenheimer  Hartree-Fock  ansatz  [1,2].  By  optimizing  small  molecules  resonantly
coupled to cavity photon modes, we underscore the critical significance of reorientation
and geometric relaxation. Both effects are currently neglected in most computational
studies. Therefore, the interpretation of computational studies based on fixed molecular
structures and fixed orientation should be treated with caution. Applying the recently
introduced   vibro-polaritonic  normal  mode  analysis  [3],  we  are  not  only  able  to
determine vibro-polaritonic IR spectra but also are able for a comprehensive analysis of
these hybrid  states.  On the  basis  of  our  findings,  we present  a  intriguingly  simple
concept  to  estimate  the  impact  of  cavity  interaction  on  molecular  geometry  using
molecular polarizability and dipole moments.

Literature:
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This study employs computational methods to explore the feasibility of N2 cleavage by 

frustrated Lewis pairs (FLPs). We investigate two FLP systems: phosphane/borane 

(1) and carbene/borane (2). Previous research indicates that while these systems 

react with H2 and CO2, they do not activate N2. Our findings demonstrate that N2 is 

indeed inert under standard conditions and requires augmentation by an external tool 

for activation. Specifically, we show that FLP-mediated N2 activation can be achieved 

using an external electric field oriented along the reaction axis of the FLP.  

Remarkably, we further demonstrate that the effect of the OEEF can be replicated by 

introducing ionic additives such as Li+ and Cl−. In conclusion, our study highlights the 

effectiveness of FLPs in conjunction with oriented external electric fields (OEEF) in 

activating N2, suggesting that this FLP/OEEF combination could serve as a general 

strategy for activating inert molecules. 

 

 

Literature: 

1. S. Jain, D. Danovich, S. Shaik, J. Phys. Chem. A, 2024,128, 4595−4604. 

 

Poster P008

55



 
Flexible Polarizable Water Model Parameterized via Gaussian Process 

Regression 
 

Prof. Ying-Lung Steve Tse, The Chinese University of Hong Kong, Hong Kong/China  
 
Water is often a crucial component of many molecular simulations. To be able to 
accurately model chemical reactions near/at water interfaces using classical force fields, 
it is essential to employ a water model that is both polarizable and flexible. 
 
SWM4/Fw, our recently developed flexible polarizable water model [1], will be presented. 
It was optimized using Gaussian process regression, which is a machine-learning 
method and can predict a model’s properties without requiring further simulation 
whenever the force field parameters are changed. SWM4/Fw reproduces many 
reference water properties and adds flexibility that is important for modeling chemical 
reactions involving bond stretching or breaking and for calculating vibrational spectra. 
The model is also computationally efficient thanks to the use of extended Lagrangian 
with Drude oscillators to represent explicit electronic polarization. The approach used to 
parameterize the water model based on Gaussian process regression should also be 
useful for developing other force fields.  
 

 
Literature: 

[1] Wang, X.; Tse, Y.-L. S.*, Flexible Polarizable Water Model Parameterized via 
Gaussian Process Regression, J. Chem. Theory Comput., 2022, 18 (12), 7155–7165. 

Poster P009

56



Implementation of Girsanov reweighting in OpenMM and Deeptime 

J.-L. Schäfer, Berlin/DE, B. G. Keller Berlin/DE 

Joana-Lysiane Schäfer, Freie Universität Berlin, Arnimallee 22, 14195 Berlin/DE 

Molecular dynamics (MD) simulations provide temporal insights into chemical systems 
at the atomic resolution. However, slow dynamical processes are difficult to model as 
they go beyond the time scales that can be captured by an unbiased MD simulation. 
Enhanced sampling techniques artificially increase the occurrence of rare events during 
the MD simulation. A dynamical reweighting technique, like Girsanov path reweighting, 
can be used to recover the unbiased dynamics from simulations performed at a biased 
potential. The combination of both methods offers a strategy to solve the sampling 
problem arising form processes auch as chemical reactions, complex formations or 
slow conformational changes.[1-5]  
We present a comprehensive guide for implementing Girsanov reweighting into MD 
simulation and dynamical analysis programs to make this approach widely available.  
Using OpenMM with opennmmtools we show how to extend Langevin integrators so 
that reweighting factors are calculated on-the-fly and can be recorded at regular 
intervals in a trajectory file. Deeptime provides estimators for dynamic models to which 
we have added a Markov state model estimator considering reweighted transition 
counts. We provide the extended software as well as the instructions for its application 
to low-dimensional and molecular systems. [6-9] 

Literature: 

[1] J. Hénin, et al. Living J. Comp. Mol. Sci., 2022, 4, 1583. [2] S. Kieninger, et al. Curr. 
Opin. Struct. Biol., 2020, 61, 124–131. [3] D. M. Zuckerman and T. B. Woolf, Phys. Rev. 
E, 2000, 63, 016 702. [4] S. Kieninger and B. G. Keller, J. Chem. Phys., 2021, 154, 12. 
[5] S. Kieninger, S. Et.al. arXiv preprint arXiv:2303.14696. [6]J.-H. Prinz, et al. J. Chem. 
Phys., 2011, 134, 17. [7] J.-L. Schäfer, B. G. Keller, JPC B, 2024 (in print) [8] https://
github.com/choderalab/openmmtools/pull/729, Accessed: 2024-05-28. [9] https://
github.com/deeptime-ml/deeptime/pull/290, Accessed: 2024-05-28. 
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Spin filtering nanodevices are currently a research field of great interest.[1] Due to 

their inherent edge spin polarisation, slim zigzag graphene nanoribbons (ZGNRs) 

are promising materials for such applications.[2] Despite recent advances, the 

production of longer slim ZGNRs has remained a challenge.[3] One recent 

breakthrough came from doping the edges with nitrogen in a particular pattern, while 

maintaining the characteristic edge polarisation.[4] A similar doping pattern on one 

edge with phosphorus was investigated for spin-selective transport.[5] In our 

contribution, we investigate a nanojunction based on this nitrogen doping pattern. 

Through addition of negative charges or protonation, the energetic ordering of the 

two lowest-lying states with differing spin density distributions can be changed and 

the device turned into an effective spin filter. The electron transport is simulated 

using the non-equilibrium Green’s function (NEGF) formalism. Global transport 

properties are accessed through the Fisher-Lee relation and the Landauer formula, 

while local current densities can be calculated through spatial maps of the lesser 

Green’s function.[6] A combination of spatial and spectral filters enable these to be 

computed efficiently for larger systems.[7,8] This presents a novel way of tailoring 

the spin-selective transport properties of ZGNRs and therefore may pave the way for 

a new family of spintronic devices.

[1] R. Gutierrez, E. Díaz, R. Naaman, G. Cuniberti, Phys. Rev. B 2012, 85, 081404. 

[2] A. Rocha, T. Martins, A. Fazzio, A. da Silva, Nanotechnology 2010, 21, 345202. 

W. Zhang, Sci. Rep. 2014, 4, 6320. [3] P. Ruffieux, S. Wang, B. Yang et al., Nature 

2016, 531, 489-492. [4] R. Blackwell, F. Zhao, E. Brooks, J. Zhu, I. Piskun, S. Wang, 

A. Delgado, Y.-L. Lee, S. Louie, F. Fischer, Nature 2021, 600, 647-652. [5] F. Zou, L. 

Zhu, K. Yao, Sci. Rep. 2015, 5, 15966. [6] M. Walz, J. Wilhelm, F. Evers, Phys. Rev. 

Lett. 2014, 113, 136602. [7] J. Shao, B. Paulus, J. C. Tremblay, J. Comp. Chem. 

2021, 42, 1475-1485. [8] L. Conrad, I. Alcón, J. C. Tremblay, B. Paulus, 

Nanomaterials 2023, 13(24), 3085. 
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Department of Chemistry, Celestijnenlaan 200f, 3001 Leuven, Belgium

Due to recent advances in experimental techniques, Auger electron spectroscopy is 
gaining renewed traction as a method to probe the electronic structure of molecules. 
Meanwhile, the development of modern and efficient theories for simulation of Auger 
spectra is not trivial due to the properties of the decay processes.
Because of their metastability, core-vacant states represent electronic resonances [1] 
that can be tackled with standard quantum-chemical methods only if they are approxi-
mated as bound states, meaning that their decay is neglected. The simulation of Auger 
decay requires to extend quantum chemistry to include a continuum description and to 
take into account the multitude of configurations arising from all open decay channels. 
In the work presented here [1–4], we make use of non-Hermitian ab initio quantum 
chemistry, where the molecular electronic Hamiltonian is analytically continued into the 
complex plane. This approach gives access to total decay widths or, respectively, life-
times, with L² methods. Partial widths are evaluated using energy decomposition analy-
sis [1,3,4] and a generalized core-valence separation [2,3].
We  present  results  for  different  core-ionized  states  of  several  systems  with  up  to 
12 atoms, among which Ne, C2H2,4,6, and C6H6, as well as a selection of heterocyclic or-
ganic systems. The total and partial decay widths are calculated using coupled-cluster 
theory with single and double substitutions (CCSD) and equation of motion (EOM)-
CCSD, while Auger electron energies can be computed making use of EOM-double 
ionization potential-CCSD. Our results agree well with previous theoretical and experi-
mental work. We also report recent advances to reduce the computational cost making 
use of many-body perturbation theory and a different wave function expansion (configu-
ration interaction singles) which exhibit promising accuracy. Partial widths are used to 
generate Auger spectra and allow to predict population of electronic states and frag-
mentation pathways following Auger decay.
Further interest lies in systems with third-row elements. These exhibit core-holes and 
Auger electrons in a wide energy range, depending on the shells that are involved in 
the decay process. Our methods reproduce the shell selectivity of Auger decay in Ar 
and H2S, including the very high efficiency of Coster-Kronig (intrashell Auger) decay. Ul-
timately, our method has also been extended to resonant Auger decay which happens 
in core-excited states and results and trends for different states of Ne and H2O will be 
reported.

[1] F. Matz et al., J. Chem. Phys. 156, 114117/1 (2022).
[2] F. Matz et al., Mol. Phys. 120, e2105270 (2022).
[3] F. Matz et al., J. Phys. Chem. A 127, 6147 (2023).
[4] N. K. Jayadev et al., J. Chem. Phys. 158, 064109/1 (2023).
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1Lehrstuhl für Theoretische Chemie II, Ruhr-Universität Bochum, 44780 Bochum,

Germany
2Research Center Chemical Sciences and Sustainability, Research Alliance Ruhr, 44780
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3Department of Physics, University of Basel, Klingelbergstrasse 82, CH-4056 Basel,

Switzerland

Machine learning has found many applications in the fields of chemistry and materials sci-

ence, and high-dimensional neural network potentials (HDNNPs) have become an accurate

tool to represent the multi-dimensional potential energy surface in atomistic simulations.

Here, we compare the performance of two types of HDNNPs which are 2G-HDNNPs and

4G-HDNNPs, in the description of organic molecules in aqueous solution. While it has been

shown for many systems that 2G-HDNNPs are well suited to represent local bonding as

a function of the atomic environments, they are not applicable to systems in which long-

range charge-transfer is important. The 2G-HDNNPs effectively capture important local

interactions by focusing on the vicinity of atoms inside the cutoff sphere, providing a highly

accurate description of short-range interactions. However, their limitation arises when deal-

ing with systems where interactions extend beyond the local environment, necessitating the

consideration of the influence of atoms outside the cutoff sphere. Such systems can be ad-

dressed by 4G-HDNNPs, in which the atomic charges depend on structural or electronic

changes even very far away in the system. The 4G-HDNNPs overcomes the limitations

of 2G-HDNNPs by including long-range electrostatic effects and non-local charge-transfer,

making them particularly useful for accurately modeling complex systems where long-range

interactions play a critical role.
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The popular second-order methods CC2 and ADC(2) typically perform very similarly for 
single excitations of organic molecules. However, as rationalized in this work, 
significant deviations between these two can occur if the ground state and a low-lying 
singly excited state arise from a strong coupling between their leading configurations 
[1]. Such a configuration mixing is partially accounted for in CC2 through the ground-
state singles amplitudes, but is missing in ADC(2), permitting unusual deviations 
between the results obtained with these methods. Here, we investigate how severe this 
effect can become at the example of two solvatochromic dyes: a negatively 
solvatochromic betaine dye and a positively solvatochromic bithiophene. These two 
dyes allow to study the limits of both small and somewhat larger excitation energies 
and configuration mixing by tuning the S0 → S1 energy gap through the polarity of the 
environment, e.g., described by the continuum solvation model COSMO. Higher-level 
calculations at the CC3 level provide information on the accuracy of ADC(2) and CC2 in 
the vacuum case. The most extreme deviation between ADC(2) and CC2 is found for 
the betaine dye in vacuum, where the ADC(2) result is 0.45 eV below that of CC2. In 
this case, the methodical error of CC2 with respect to CC3 is only 0.05 eV. With 
increasing excitation energy in polar solvents, the CC2–ADC(2) deviation decreases to 
a value of only 0.15 eV. For the bithiophene, which has larger excitation energies, 
these effects are reversed due to the opposite solvatochromism, but also smaller in 
magnitude: the deviation increases from 0.08 eV in vacuum to 0.16 eV in the conductor 
limit of COSMO. Although for these two dyes larger deviations are observed for smaller 
excitation energies, the extent of configuration mixing does not generally correlate with 
only the size of excitation energy. 

Literature: 

[1] Niklas Sülzner and Christof Hättig, J. Chem. Theory Comput. 2024, 20, 2462. 
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We present the implementation of two grand canonical ensemble approaches in the open-source 

computational chemistry software CP2K that go beyond the existing canonical ensemble paradigm 

(Chai, Z.; Luber, S. Under Review). The first approach is based on implicit solvent models and explicit 

atomistic solute (electrode with/without adsorbed species) models and includes two recent 

developments: The grand canonical self-consistent field (GC-SCF) method (J. Chem. Phys. 146, 

114104 (2017)) allowing the electron number of the system to fluctuate naturally and accordingly with 

the experimental electrode potential and the planar counter charge (PCC) (J. Chem. Phys. 150, 041722 

(2019), Phy. Rev. B 68, 245416 (2003)) salt model completely screening the net charge of the electrode 

model. In contrast with previous studies, in our implementation, the work function (absolute electrode 

potential if the potential drop at the electrolyte-vacuum interface is omitted) is the constrained quantity 

during an SCF optimization instead of the Fermi energy. The second approach (referred to as the two-

surface method and the numerical titration method) (Phys. Rev. Lett. 88, 213002 (2002), J. Chem. 

Phys. 122, 234505 (2005), J. Am. Chem. Soc. 126(12), 3928–3938 (2004)) is based on fully explicit 

modeling of solvent molecules and ions. It is used to calculate the electron chemical potential 

corresponding to an equilibrium electrochemical half-reaction (M^(n+m)+ + n e^(-) ⇌ M^m+) which 

involves DFT molecular dynamics. This opens the way for forefront electrochemical calculations in 

CP2K for a broad range of systems. 

Moreover, we present a new and efficient self-consistent continuum solvation SCCS implementation 

based on the solvent-aware interface (J. Chem. Theory Comput. 15, 3, 1996–2009 (2019)) which 

utilizes a solute-solvent interface function based on convolution of electron density in the CP2K 

software package relying on the mixed Gaussian and plane waves approach (Chai, Z.; Luber, S. To Be 

Submitted). Our implementation has been tested to successfully eliminate non-physical implicit 

solvent regions within the solute and achieve good SCF convergence, as demonstrated by test results 

for both bulk and surface models such as liquid H₂O, titanium dioxide, and platinum. 
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Understanding the Photodissociation of Molecular Solar–Thermal (MOST)
Compounds Using (XMS)–CASPT2: (Fulvalene)M2(CO)4 (M = Ru, Fe)

G. Ganguly, 1 and L. González 1

1 Institute of Theoretical Chemistry, Faculty of Chemistry, University of Vienna, Währinger Str. 17, 1090 Vienna, Austria.

Molecular Solar–Thermal (MOST) fuels are promising sustainable energy solutions, storing so-

lar energy in chemical bonds and releasing it as heat on demand, similar to rechargeable heat

batteries.[1] The (Fv)M2(CO)4 (Fv = fulvalene, M = Ru) system is a pioneering MOST storage can-

didate with intriguing wavelength–dependent photochemistry.[2] Irradiation > 350 nm drives

a unique syn–to–anti photoisomerization via an enduring triplet intermediate, while < 300 nm

causes deleterious decarboxylation. Transitioning to abundant metals, such as Fe, is desired for

large–scale applications, but the Fe analogue resists photoisomerization > 350 nm and still induces

decarboxylation.[3] The excited–state mechanisms of both photo–reactions remain unexplored,

crucial for designing new MOST molecules. Using time–dependent density functional theory

(TDDFT) and relativistic extended–multistate complete active space second-order perturbation

theory (XMS–CASPT2) with spin–orbit (SO) coupling, we uncover the relevant involved excited–

states in (Fv)M2(CO)4 (M = Ru, Fe) and elucidate the mechanisms behind decarboxylation and

photoisomerization. All low–lying excited–states in these systems are metal–centered, with Fe

states red–shifted compared to Ru. Excitations to Mδ orbitals, interacting with COσ orbitals, trigger

decarboxylation, showing strong multiconfigurational behavior. In Ru, these states appear < 300

nm, while in Fe, > 350 nm. We identified a “dissociative” metal–centered 3[(σ)1(σ∗)1] triplet–state
stabilized by 0.44 eV following (Ru Ru)σ bond scission, originating from a 1[(π∗)1(σ∗)1] state
via intersystem crossing (ISC), aided by strong SO- coupling in a barrierless Marcus “boundary”

region. This 3[(σ)1(σ∗)1] state prevents nonradiative decay, ensuring a long lifetime. In Fe, the

ground state’s multiconfigurational nature leads to low–lying triplet states, indicating a Marcus

“inverted” region with high ISC barriers and weaker SO–coupling. This results in a slower rate of

populating the 3[(σ)1(σ∗)1] state, which is non-dissociative along the (Fe Fe)σ bond, preventing

photoisomerization. This study provides insights into the excited–state relaxation mechanisms of

(Fv)M2(CO)4 (M = Ru, Fe), crucial for advancing MOST technologies.
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[1] Wang, Z.et al. Chem. Soc. Rev. 2022, 51, 7313–7326.

[2] Harpham, M. R. et al. Angew. Chem. Int. Ed. 2012, 51, 7692–7696.

[3] Hou, Z.; etal Phys. Chem. Chem. Phys. 2013, 15, 7466–7469.
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The oligomeric ruthenium-based water oxidation catalyst, Ru(bda), achieves 
experimental anchoring on graphitic surfaces via CH-π stacking interactions between its 
bda ([2,2’-bipyridine]-6,6’-dicarboxylate) ligand and the hexagonal rings of the graphitic 
surface (GS). [1,2] This anchoring mechanism regulates molecular coverage and 
promotes efficient catalysis of water oxidation to dioxygen. The oligomeric structure of 
the molecule provides multiple anchoring sites on the surface, significantly enhancing 
the stability of the hybrid catalyst-graphitic surface anode through dynamic bonding. [1,2] 
Nonetheless, the influence of this dynamic anchoring on the catalytic mechanism 
remains debated (Figure 1a). This study explores a key proton-coupled electron transfer 
(PCET) event in the catalytic cycle using DFT-based molecular dynamics (MD) 
simulations combined with metadynamics (Figure 1b,c). The CH-π stacking anchoring is 
crucial for stabilizing the hybrid system and facilitating the PCET, involving vibrational 
resonances between the anchoring bonds' movements and charge fluctuations at the 
catalyst–graphitic surface interface (Figure 1d). Additionally, the computational 
investigation reveals the presence of a quartet spin state intermediate that can transition 
to the experimentally observed, thermodynamically more stable doublet spin state. [3] 
 

 
 

Literature: 

[1] Hoque, M. A. et al. Nature Chemistry 2020, 12 (11), 1060–1066. [2] Gil-Sepulcre, M. 
et al. Journal of the American Chemical Society 2021, 143 (30), 11651–11661. [3] 
Calvani, D. et al. ChemPlusChem 2024, e202400082. 
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As a consequence of the resource criticality of rare-earth (RE) elements, a big focus is 
set on finding a rare-earth free magnet that fills in the gap between the commercially 
available ferrite and Nd2Fe14B magnets. One potential candidate to fill in this gap are 
magnets based on the hexagonally ordered Fe2P compound, which exhibits promising 
properties like a high magnetization and high uniaxial anisotropy. In this work, we 
performed density functional theory (DFT) calculations to investigate the influence of the 
substitution of P and Fe with Si and Co on the magnetic and physical properties of the 
Fe2P compound. For a systematic understanding, physical properties like the formation 
energy at 0 K and the lattice constant, as well as intrinsic magnetic properties like the 
magnetization MS and the Curie temperature TC are screened starting from the binary 
structure of Fe2P for each substitution. Furthermore, the combined effects of Si and Co 
substitution on the physical and magnetic properties are considered in quarternary 
(Fe,Co)2(P,Si) compounds with different Si contents. The resulting TC trends for these 
quarternary compounds were further investigated by the calculation of Jij energies, which 
revealed a positive influence of Si on the 3f-3g Fe interactions resulting in a significant 
increase of TC. The substitution of Co on the other hand leads either in case of a low Si 
content to an overall increase or with a high Si content to a decrease of the 3f-3f and 3g-
3g interactions and therefore to an increase or decrease of the TC in dependence on the 
Si content, respectively. 
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Nuclear quantum effects (NQEs) are relevant for a wide range of chemical phenomena, 
including photochemistry, proton coupled electron transfer reactions, and even in the 
description of common hydrogen bonds, just to name a few examples. The latter may 
require a quantum mechanical treatment of atomic nuclei, in particular the protons. 
Several schemes exist for this aim, many of them involving extensive PES calculations, 
which are then used for quantum or semiclassical dynamics, i.e. path integral molecular 
dynamics and instanton theory, among others.[1] All these methods have in common 
that the computational costs scale very unfavorably with the system size and the 
number of quantum nuclei. 
 
Multicomponent methods offer an alternative. The latter uses wavefunction or density 
functional theory (DFT) to treat both (selected) nuclei and electrons at the quantum 
mechanical level and on equal footing. Among these, notable progress has been made 
within the nuclear-electronic orbital (NEO) formalism.[2] While the methods founded on 
the NEO framework seem promising for the systematic incorporation of NQEs, their 
practical application has been somewhat restricted due to the substantial computational 
cost associated with the existing algorithms. Recently, Hasecke and Mata reported and 
implemented in Molpro the use of local density fitting techniques in NEO Hartree-Fock 
calculations, achieving speed-ups by an order of magnitude and above with almost no 
penalty in accuracy.[3] 
 
Here, we present the recent developments in the NEO framework within the group and 
currently available in Molpro.[4] In particular, the implementation of NEO-DFT with local 
density fitting, reparameterization of electron-proton correlation functionals within 
NEO-DFT, and the construction of nuclear basis sets together with their performance in 
simulating proton tunneling processes. Overall, the aim is to make multicomponent 
simulations efficient and accessible, extending the day-to-day quantum chemistry 
toolbox. 
 
 
 
Literature: 

[1] T. E. Markland, M. Ceriotti, Nat. Rev. Chem. 2018, 2, 0109. [2] F. Pavosevic, T. 
Culpitt, S. Hammes-Schiffer, Chem. Rev. 2020, 120, 4222-4253. [3] L. Hasecke, R. A. 
Mata, J. Chem. Theory Comput. 2023, 19, 22, 8223-8233. [4] L. Hasecke, R. A. Mata, 
J. Phys. Chem. A 2024, 128, 16, 3205-3211. 
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Statistical mechanics of many-body quantum systems is fundamental to our 
understanding of physical reality and of central importance for emerging quantum 
technologies.  In this context, Path Integral Monte Carlo  (PIMC) simulations allow for 
efficient sampling of static finite temperature properties in the canonical ensemble 
where classical simulations of quantum systems would otherwise require exponentially 
large resources.  
The idea behind all these PI simulations is to map the original quantum system onto a 
purely classical one, described by a so-called classical isomorphic Hamiltonian, that on 
average exhibits identical statistical behavior. However, for molecular systems, 
electronic degrees of freedom are typically not included in this classical isomorphic 
Hamiltonian and thus it is assumed that the nuclei evolve on a single potential energy 
surface (PES), typically associated with the electronic ground state. This naturally 
results in the inability to properly describe molecules where multiple thermally 
accessible low-lying excited states are present. 
Here we propose a generalized approach to Path Integral Simulations based on the 
previous work of Schmidt and Tully [1] that accurately considers multiple electronic 
states, including non-adiabatic effects in the diabatic picture. We will show how this, as 
usual, results in a classical system that is easily interpretable and computable. 
Accordingly, we demonstrate an efficient Markov chain Monte Carlo scheme [2] and 
show that it can reproduce exact results for simple model problems and molecular 
systems like H2 and C2.   

Literature: 
[1] J.R. Schmidt, J.C. Tully, J. Chem. Phys. 2007, 127, 09. [2] M. Hütter, M. Ončák, 
https://github.com/michael-huetter/PIMC
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Singlet fission (SF) is a multiple exciton generation process where two triplet excitons 
are created out of a singlet exciton via a spin-allowed mechanism. [1] First invoked in 
the 1960s to rationalize the delayed fluorescence exhibited by some organic molecular 
crystals, [2] the interest in SF has gained momentum over the last decade in the 
context of energy conversion as it has the potential to overcome the Shockley-Queisser 
limit. [3] In this contribution, we analyze the mechanism of intramolecular SF (iSF) in a 
series of modified pentacene dimers covalently bonded to a phenylene spacer in ortho, 
meta, and para conformations using high-level ab initio multireference perturbation 
theory and quantum dynamical methods. [4-8] Our results allow us to determine the 
impact of the substitution pattern on the iSF mechanism, to characterize the relative 
contribution of the direct and mediated channels to the overall process and to reveal 
the instrumental role that vibronic coupling plays in the dynamics of iSF. [5,6] The 
impact that matter-light interaction in the weak coupling regime has on the iSF 
dynamics is also discussed. [7,8] 
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Siebrand, B. P. Stoiche, W. G. Schneider, J. Chem. Phys. 1965, 42, 330. [3] W. 
Shockley, H. J. Queisser, J. Appl. Phys. 1961, 32, 510. [4] J. Zirzlmeier, D. Lehnherr, P. 
B. Coto, E. T. Chernick, R. Casillas, B. Basel, M. Thoss, R. R. Tykwinski, D. M. Guldi, 
Proc. Natl. Acad. Sci. U.S.A. 2015, 112, 5325. [5] S. R. Reddy, P. B. Coto, M. Thoss, J. 
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Density-Functional Theory with σ-Functionals for Highly Accurate
Energies and Molecular Properties

Steffen Fauser∗,1, Jannis Erhard1, Egor Trushin1, and Andreas Görling1

1Friedrich-Alexander Universität (FAU) Erlangen-Nürnberg, Lehrstuhl für theoretische Chemie,

Egerlandstr. 3, 91058 Erlangen, Germany

∗steffen.fauser@fau.de

σ-Functionals are a new type of functionals for the Kohn-Sham(KS) correlation energy based
on the adiabatic-connection fluctuation-dissipation (ACFD) theorem [1-3]. σ-Functionals are
closely related to the well-known direct random phase approximation (dRPA). In the dRPA a
coupling constant and a frequency integration of a function of the eigenvalues of the dynamic
KS response function is carried out. In σ-functionals the dRPA expression in this integral is
replaced by a function motivated by perturbation theory along the adiabatic connection [4].
This function is optimized with respect to reference sets of reaction and interaction energies in
order to correct the errors resulting from neglecting the exchange-correlation kernel in dRPA.

σ-Functionals are applied in a post-self-consistent way using input orbitals and eigenvalues
from a previous conventional DFT calculation, e.g. with the PBE functional [1] or with hybrid
functionals (PBE0, B3LYP) [2,3]. σ-Functionals based on the latter yield mean absolute errors
around or below 1 kcal/mol for reaction energies, barrier heights, and non-covalent interactions,
thus reach chemical accuracy, and were shown to even slightly outperform the double hybrid
functional DSD-BLYP-D3(BJ) for main group chemistry [5].

In Ref. [5] three setups of basis set combinations were proposed, which offer a good compromise
between accuracy and numerical efficiency. The evaluation of the post-SCF total energy in a
RPA or σ-functional method requires less computational time than a preceding hybrid DFT
method, and thus can be carried out routinely for systems of practical relevance.

Besides calculating accurate energies, σ-functionals have been used to compute many chem-
ical properties, such as geometries and vibrational frequencies (using analytic gradients of
σ-functionals [6]) as well as NMR shieldings [7]. Also singlet-triplet gaps have been reported
[8]. Although none of these quantities were involved in their optimization, σ-functionals do not
only outperform conventional DFT methods and the dRPA, but can compete with high level
methods such as double hybrid functionals and even coupled-cluster theory.

σ-Functionals have been implemented in several popular quantum chemistry codes (Molpro,
Turbomole, ADF, PySCF, FermiONs++, VASP).

[1] E. Trushin, A. Thierbach, A. Görling, J. Chem. Phys. 154, 014104 (2021)
[2] S. Fauser, E. Trushin, C. Neiss, A. Görling, J. Chem. Phys. 155, 134111 (2021)
[3] J. Erhard, S. Fauser, E. Trushin, A. Görling, J. Chem. Phys. 157, 114105 (2022)
[4] A. Görling, Phys. Rev. B, 99, 235120 (2019)
[5] S. Fauser, A. Förster, L. Redeker, C. Neiss, J. Erhard, E. Trushin, A. Görling, J. Chem. Theory

Comput., 20, 6, 2404-2422 (2024)
[6] C. Neiss, S. Fauser, A. Görling, J. Chem. Phys. 158, 044107 (2023)
[7] S. Fauser, V. Drontschenko, C. Ochsenfeld, A. Görling, J. Chem. Theory Comput., accepted
[8] D. Dhingra, A. Shori, A. Förster, J. Chem. Phys. 159, 194105 (2023)
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Alternative Coupled Cluster Methods for Open-Shell Singlet States

Thomas Schraivogel and Daniel Kats

Max Planck Institute for Solid State Research, Heisenbergstraße 1, 70569 Stuttgart,

Germany

Non-standard coupled cluster methods to calculate open-shell singlet states of molecules

are discussed. In particular, the fixed-reference [3] and two determinant coupled clus-

ter [1] methods. Similarities of obtained numerical results of both methods and how

they can be significantly improved by the distinguishable cluster approximation [2, 4] are

highlighted. Numerous singlet and triplet excited states of closed-shell molecules will

demonstrate the point. As potential interesting applications of the methods, calculations

in diradical chemistry will be shown and perspectives to calculate magnetic exchange

couplings and to study OLEDs will be opened.

[1] A. Balková and R. J. Bartlett, Chem. Phys. Lett. 193 (1992) 364.

[2] D. Kats and F. Manby, J. Chem. Phys. 139 (2013) 021102.

[3] T. Schraivogel and D. Kats, J. Chem. Phys. 155 (2021) 064101.

[4] T. Schraivogel and D. Kats, J. Chem. Phys. 160 (2024) 124109.
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Gabriel Schöpfer, Universität Innsbruck, Technikerstraße 25, 6020 Innsbruck/AT 
 
Aerosols are a crucial element towards a better understanding of atmospheric 
processes and climate change. However, the theoretical modeling of real-sized 
aerosols with proper quantum chemical methods is hardly feasible as the systems have 
sizes in the micrometer range. This leads not only to complicated electronic structure 
calculations, but also the exploration of the potential energy surface becomes 
increasingly challenging. 
In this work, we take a step from small, well-defined systems towards slightly larger 
systems where the distribution of isomers at room temperature is already very complex. 
In O2

–(H2O)6, we are already confronted with more than 1000 isomers which we obtain 
through a multi-step process using our genetic algorithm program,[1] different quantum 
chemical methods and a graph-based clustering algorithm.[2] We model the 
dissociation kinetics of O2

–(H2O)1–7 using multiple-well master equation modelling, 
treating all isomers both for the reactant and the transition state on the same footing.[3] 
It has been shown previously that taking all accessible isomers into account 
significantly improves the description of the kinetics.[4] 
We calculate the distribution of molecules over the different isomers and their energy. 
As expected, lower-lying isomers tend to be more populated than higher-lying ones. 
However, this correlation is far less strict than one might assume a priori. There are 
very low-lying isomers which are barely populated, and at the same time there are high-
lying isomers which significantly contribute to the overall population. Based on this 
population analysis, we select the isomers which are relevant for the dissociation 
kinetics. With this sampling, the number of isomers can be reduced by 95 %, but at the 
same time the kinetics remain virtually unchanged. 
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Photochemistry and photophysics involve molecular dynamics beyond the Born-
Oppenheimer approximation, where the nuclear motion is coupled to radiationless 
electronic transitions. Quantum dynamical simulations, which allow a rigorous description 
of these phenomena, are computationally expensive for complex systems [1,2]. 
Therefore, mixed quantum-classical methods, where only the electronic states are 
quantized, are an area of intense development. Besides the widely used Tully’s trajectory 
surface hopping method, new and more sophisticated approaches are constantly 
proposed, such as methods based on the Mayer-Miller mapping [3,4] or the mapping 
approach to surface hopping [5], to name a few. 
This contribution presents PySurf [6] as a computational platform to implement and 
compare different types of quantum-classical approaches within a single package. The 
program implements both surface-hopping (Tully, Landau-Zener, MASH) and mapping 
approaches (Poisson-bracket mapping equation, spin-mapping, etc.), and is interfaced 
with different electronic structure codes.  
Furthermore, the users have the possibility of providing model Hamiltonians in the same 
format as that used by the Heidelberg MCTDH code. This paves the way for systematic 
benchmarks of quantum-classical methods against exact quantum dynamics. The first 
benchmarks of different types of surface-hopping and mapping methods for pyrazine, 
butadiene and the PSB3 photoswitch will be illustrated. 

 
 
[1] D. Picconi, Photochem. Photobiol. Sci. 20, 1455 (2021) 
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[5] J. R. Mannouch & J. O. Richardson, J. Chem. Phys. 158, 104111 (2023) 
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Refined Design Rules Based on Tuning the Excited State Energy Levels for
Singlet Fission Chromophores

L. Huang,   Heidelberg  /DE  , A. Dreuw, Heidelberg/DE

Letao Huang, Interdisciplinary Center for Scientific Computing, Heidelberg University,
Im Neuenheimer Feld 205, Heidelberg/DE

Singlet fission (SF) in organic molecules has the potential to significantly enhance the
efficiency of silicon-based photovoltaics by reducing thermalization losses. When one
chromophore absorbs a photon and becomes excited to a singlet excited state, it may
quickly relax to the lowest singlet excited state (S1), share the excitation energy with
another chromophore in the ground state (S0),  and generate a pair  of lowest triplet
excited states T1 on the two chromophores, which exceed the Shockley-Queisser limit
of 35%∼ . [1]

The development of design rules that enable the identification and synthesis of new
singlet  fission  chromophores  is  arguably  one  of  the  most  important  challenges  in
functional organic materials research today. Tuning of excited state energy levels by
substitution  and  benzannelation  led  to  the  rational  and  efficient  development  of
compounds with optical SF activity. [2] However, strict energy conditions must also be
satisfied. A positive energy driving force, S1-2T1, is preferred in practical applications to
ensure that SF can occur. The energy level of T2 should be twice as high as that of T1,
which  then leads to a thermodynamically unfavorable triplet fusion. [3] In this work,
novel  SF-active  chromophores  are  suggested  to  be  tailored  by  changing  the
substituents  to  tune  the  E(S1)/E(T1)  energy  ratio  and  meet  stringent  energy
requirements.
 

Figure 1: Schematic of curves of energy levels (E) vs. variable indexes (X).
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Photoinduced processes in molecules have a multitude of applications in, e.g., energy 
conversion, catalysis, or photobiology, and therefore are intensively studied. 
Unfortunately, their computational investigation is limited by the high cost of the required 
simulations, in particular when focusing on the effects of solvation, due to the large 
system sizes and long time scales involved.  
 
Here, we present the hybrid vibronic coupling/molecular mechanics (VC/MM) approach 
[1] implemented in the Surface Hopping including Arbitrary Couplings (SHARC) software 
package [2]. VC models, e.g., linear VC or quadratic VC models, represent the excited-
state potential energy surfaces of a molecule by coupled harmonic oscillators, thus 
providing a highly efficient description for rigid molecules in dynamics simulations [3]. We 
recently extended the VC approach by electrostatic embedding [1], enabling the inclusion 
of explicit solvent molecules analogous to QM/MM simulations. Due to the high efficiency 
of VC/MM, thousands of nonadiabatic trajectories can be simulated for many 
picoseconds for systems including thousands of solvent atoms. We show that in this way 
it is possible to reconstruct, for the first time, low-noise, three-dimensional, time-
dependent, nonadiabatically-driven solvent distribution [4], allowing the observation of, 
e.g., the photo-induced breaking and forming of hydrogen bonds around different 
molecules.  
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Quantum Dynamics of Electronic Coherences at Conical Intersections 
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55128 and University of Bologna, Bologna, Italy 40136 
 
Conical intersections (CoIns) are currently regarded as a dominant mechanism 
underlying photochemical and photophysical transformations in molecular systems[1]. 
These are singular areas of the potential energy landscape where two (or more) 
electronic states intersect, resulting in strong (non-adiabatic) coupling between electronic 
and nuclear degrees of freedom. This causes the failure of the Born-Oppenheimer 
approximation, which in turn facilitates ultrafast internal conversion. The intricate 
interplay between electronic and nuclear degrees of freedom observed in the vicinity of 
these degeneracy regions exerts a profound influence on the system dynamics, making 
CoIns the pivotal event determining the outcome of molecular photoexcitation.  
Due to their general importance, elucidating the intricate dynamics that occurs in the 
vicinity of CoIns is a grand challenge in theoretical chemistry[2-3]. In particular, the 
question of whether such degeneracy regions can give rise to vibronic coherences 
remains a matter of contention[4]. Symmetry considerations are typically invoked to 
predict the magnitude of such coherences. Specifically, when the electronic states that 
cross display different symmetries at the Franck-Condon (FC) point, the nuclear WP 
branched during the CoIn passage are orthogonal resulting in vanishingly small vibronic 
coherences. These symmetry considerations are applicable to minimal CoIn models but 
are unlikely to hold when realistic molecular systems are considered, given that the 
crossing seams are usually characterized by pronounced molecular distortions.  
Here, we examine this aspect through a case study: the quantum dynamics of 2,5-
dichlorofuran following optical excitation on the S1 state. This system, analogous to its 
well-studied parent molecule furan[5], exhibits a competition between two mechanisms: 
namely ring opening (RO) and a ring puckering (RP). To perform wave packet 
propagation, an effective two-dimensional Hamiltonian comprising the RO/RP 
coordinates is constructed using high-level multireference electronic structure theory (via 
the XMS-CASPT2 approach). This approach allows for the accurate modeling of the 
electronic coherences that emerge at the two distinct conical intersections. It will be 
demonstrated that the activation of a chiral nuclear motion, such as the RP, induces 
intense electronic coherences even if the electronic states that cross show different 
symmetry at the FC point. 
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Molecular surfaces and atomic radii are fundamentally important quantities shaping 

multiple properties of atoms, molecules, and materials. Despite the fundamental 

importance and practical applications, precisely defining the surfaces of atoms and 

molecules as well as atomic radii has long been an open issue. In the present study, we 

bridge the gap between theory and experiment by combining the accuracy of advanced 

quantum chemical calculations with the empirical precision of experimental condensed-

phase thermodynamics [1, 2]. By studying electron iso-density surfaces for different cut-

off densities and across a spectrum of 104 molecules, ranging from simple hydrocarbons 

to more complex organic compounds, we find an excellent agreement between electron 

iso-density surfaces contoured at 0.0016 a.u. and high-precision experimental 

evaluations. Our findings not only validate Bader’s elegant theory from a completely novel 

perspective, they also herald a new standard in defining atomic and molecular surfaces. 

We further extend the application domain to evaluate radii of atoms in molecules [3] as 

well as in their isolated states [4]. Finally, we discuss and demonstrate the importance 

and applications of atomic radii quantified via our developed methods. 

 

[1] Alibakhshi A, Schäfer LV. Electron Iso-Density Surfaces Provide a Thermodynamically Consistent Representation 

of Atomic and Molecular Surfaces, Nature Communications, accepted 
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Thermodynamically Effective Molecular Surfaces. Physical Review Letters. 2022;129(20):206001. 
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Partial Charge. ChemRxiv. 2024; doi:10.26434/chemrxiv-2024-5qz9b  
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Machine learning potentials for molecular simulations of Pd(II) complexes in

condensed phase

G. Tusha, (DE), Veronika Juraskova, (UK), Hanwen Zhang, (UK), Fernanda Duarte,

(UK), Lars V. Schäfer, (DE),

G. Tusha, Center for Theoretical Chemistry, Ruhr University Bochum, D-44780

Bochum, (DE)

Metal  ions  are  central  to  many  areas  of  chemistry,  including  (bio)catalysis,  self-

assembly, and charge transfer processes. However, computational modeling of their

structural and dynamic properties in diverse chemical environments can be challenging

for both force fields (due to accuracy) and ab initio methods (due to computational

cost). To address this, we develop and apply machine learning potentials (MLPs) using

Atomic Cluster Expansion (ACE) descriptors, employing a data-efficient active learning

strategy based on accurate quantum chemical calculations. As a challenging model

system,  we  investigate  the  structure  and  ligand  exchange  dynamics  of  Pd(II)

complexes both  in  vacuum and in  acetonitrile  as explicit  solvent.  The trained MLP

accurately reproduces equilibrium structures of the complexes, it  captures structural

changes  between  the  metal  ion  and  ligands  in  the  first  coordination  shell,  and  it

accurately describes the mechanism and free energy landscape of the ligand exchange

reaction[1].  Taken  together,  the  strategy  presented  here  offers  a  computationally

efficient approach to model metal ions in solution, opening the way for modelling larger

and  more  diverse  metal  complexes  relevant  in  biomolecules  and  supramolecular

assemblies.
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A Multiscale Approach for Proton Conductivity Simulations in (Nanostructured) Fuel
Cell Membrane Materials

Christian Dreßler, Jonas Hänseroth, Daniel Sebastiani

Jun.-Prof. Christian Dreßler, TU Ilmenau, Institute of Physics, Theoretical Solid State
Physics

We present a multiscale simulation approach for the diffusion of small ions in disordered
organic and inorganic materials. We combine ab initio molecular dynamics simulations and
a Monte Carlo approach for an atom-level resolution of ion dynamics with quantum but
with final length- and time-scales of micrometers and milliseconds.[1,2] While the ab initio
part samples local ion transfer rates, the Monte Carlo part is responsible for actual long-
range propagation of the ions.
In this talk,  the multiscale approach is  introduced and benchmarked for the solid  acid
compound class. [3] We provide atomistic explanations for the variations of the diffusion
coefficients in the high-temperature phases of CsHSO4 and CsH2PO4.[4] Our simulation
method elucidates the relative importance of the two key components of the Grotthuss-
type  proton  conduction  mechanism,  proton  hopping  and  structural  reorientation,  as  a
function of the chemical/thermodynamic conditions.
As  a  proof-of-principle  simulation,  we  have  computed  the  proton  conductivity  of  a
nanostructured CsH2PO4 fuel cell membrane  with respect to the porosity.[5]  In the last
part, we demonstrate how to extend our multiscale approach for more complex systems:
a)   simulation  of  proton  conduction   in  Cs7(H4PO4)(H2PO4)8 which  contains  the
exceptionally rare polycation tetrahydroxyphosphonium H4PO4

+ [6] and b) the description
of hydroxide (OH-) transport [7].
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Interactions between constituent atoms in crystalline materials have been shown to 
influence the properties of materials, such as elasticity, ionic and thermal conductivity, 
etc.[1–3] These interactions between constituent atoms, often quantified as bond 
strengths, can be extracted from crystalline materials using density-based[4], energy-
based[5], and orbital-based methods. LOBSTER[6] is a software that relies on the orbital-
based method to extract such bonding information by projecting the plane wave-based 
wave functions of modern density functional theory computations (DFT) onto a local 
atomic orbital basis. To garner a better understanding of how this bonding information 
relates to material properties on a larger scale, machine learning seems an obvious 
choice. However, for such data-driven studies, large quantities of data that are 
systematically generated, validated, and post-processed (feature engineering) in a form 
suitable for input in state-of-the-art ML models are often needed.[7] Here, we first 
present a workflow implemented in atomate2[8] that can generate such bonding-related 
data using the LOBSTER program with minimal user input and a post-processing tool, 
LobsterPy[9], which can summarize and engineer features that could be directly used as 
input for ML studies. Lastly, we demonstrate the utility of these newly generated 
features by building a simple machine-learned model to predict harmonic phonon 
properties using the bonding dataset[10] generated by us for 1500 materials. We find a 
clear correlation between the bonding information and the phonon property. 
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Predicting  condensed  phase  vibrational  computationally  requires  an  accurate 
theoretical  modeling of the system of interest, including the explicit  treatment of the 
chemical  environment.  Today,  the  two  most  common  approaches  to  this  are  (i) 
molecular dynamics (MD) simulations and (ii) weighted ensembles of small clusters.

The  latter  approach  can  be  realized  in  the  low-cost  yet  robust  quantum  cluster 
equilibrium (QCE) framework, that  we recently  extended to model  mixtures with an 
arbitrary number of compounds.[1] We demonstrate the accurate prediction of mole 
fraction-dependent  infrared  (IR)  and vibrational  circular  dichroism (VCD)  spectra[2], 
successfully reproducing experimentally measured IR spectra over the entire mixing 
range.[3] Additionally, we discuss the propagation of uncertainties from input to output 
within the QCE framework[4] in view of uncertainty quantification.[5]
Ab  initio  molecular  dynamics  (AIMD)  simulations[6]  provide  access  to  vibrational 
spectra through a correlation function-based approach.[7]  We demonstrate that  this 
approach can elucidate complex chirality transfers in mixtures of molecular and ionic 
liquids,[8] validated by experimental measurements. 
Lastly,  considering  the  high  computational  costs  of  AIMD-based  spectroscopy 
calculations, we elaborate on potential approaches for developing surrogate models. 
Therein, we focus on dipole moments and sampling the conformational space, two of 
the key factors governing bulk phase vibrational spectra.
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Machine learning potentials (MLPs) can retain the high accuracy of underlying quantum 
chemical training data and enable simulations of extended systems with little 
computational cost. On the downside, the training needs to be performed for each 
individual system. However, extensions of MLP representations by learning additional 
data usually require demanding retraining on all training data to avoid forgetting of 
previous knowledge. Moreover, common MLP descriptors cannot represent efficiently 
many different chemical elements. As a consequence, a large number of MLPs has 
been trained from scratch in recent years. 
We tackle these issues by the introduction of element-embracing atom-centered 
symmetry functions that are combined descriptors for structure and element 
information. In addition, we exploit uncertainty quantification to enable a continuously 
adapting lifelong machine learning potential (lMLP) [1] instead of a fixed, pre-trained 
MLP by ensuring a predefined accuracy level. To extend lMLP representations, we 
apply incremental learning strategies relying on data rehearsal, parameter 
regularization, and model architecture. Further, we propose the continual resilient 
(CoRe) optimizer [1, 2] for fast convergence and high accuracy in lifelong learning of 
deep neural networks on a continuous stream of new data. Moreover, we show that the 
CoRe optimizer outperforms many other state-of-the-art optimizers in diverse machine 
learning tasks. 
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The study of high temperature water is important due to its usage as a green solvent, 
and as a coolant and modulator in nuclear reactors. Since hydrogen is essential in 
forming the hydrogen bonds that keep water together, and mediating Grotthuss chains 
necessary for many reactions, nuclear quantum effects (NQEs) remain essential in the 
study of water. NQEs in water are widely recognized as important for room temperature
water, where differences are seen in both the structures[1] and the auto ionization 
constants[2] of isotopologues of water. While NQEs are found to persist at even suband
supercritical conditions for light water (H2O)[3], NQEs are much less studied in this 
domain due to the difficulty of accurate modelling of water across large differences in 
pressure and temperature. All previously mentioned[1-3] were run using ab initio (AI) 
path integral molecular dynamics (PIMD), which, while computational expensive, is 
tractable with a GGA functional for a limited amount of pressure and temperature points 
in waters phase diagram. Investigating DFT functionals higher up the Jacob’s Ladder, 
which would be able to better describe van der Waals interactions important at high 
temperatures, are however intractable using AI-PIMD directly.
Recently machine learned potentials (MLPs) have been proposed as a method to 
obtain AI quality simulation results at a fraction of the computational cost. These do 
however require a robust training set from AI calculations of the system which needs to
be studied. To allow for collection of this data set on the fly and to ensure that the 
ensemble distributions calculated remain those of the underlying AI model we introduce 
the self-learning path integral hybrid Monte Carlo with mixed ab initio and machine 
learned potentials (SL-PIHMC-MIX) method. This is based on previously proposed the 
self-learning hybrid Monte Carlo (SL-HMC) method [4]. SL-HMC is difficult to extend to 
larger systems and the PIMD domain, as the differences between energies calculated 
with the MLP and AI methods increase with system size. This problem is solved by the 
potential mixing in SL-PIHMC-MIX, though it requires re-weighting the obtained 
ensemble distributions. With this method implemented in the locally developed PIMD 
software, which has links to modern AI programs and MLPs, we are able to study water 
at a computational cost allowing us to examine NQEs for several temperatures and 
pressures in the sub- and supercritical domain.
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Ab initio Polaritonic Chemistry with Confined Infrared Light: 
Combined Insights from Perturbation and Wave Function Theory
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The emerging field of polaritonic chemistry employs optical Fabry-Pérot cavities as a

light source in light-driven chemistry  with the aim of going beyond traditional  laser-

based approaches.[1] Resonant vibrational strong coupling (VSC) between confined

infrared  (IR)  cavity  modes  and  molecular  vibrations  provides  the  conceptual

cornerstone  of  vibro-polaritonic  chemistry  and  is  characterized  by  the  formation  of

spectroscopically  accessible  light-matter  hybrid  states  known  as  vibrational

polaritons[2],  which have  been  experimentally  reported to  intriguingly  alter  thermal

ground state reactivity.[3]

In this contribution, I  examine the role of nonresonant interactions between electrons

and  IR  cavity  modes  in  vibro-polaritonic  chemistry  based  on  the  cavity  Born-

Oppenheimer  (CBO)  framework[4].  In  the  first  part,  I  discuss how  intra-  and

intermolecular  electronic  interactions in molecular  ensembles  can  be  altered  under

VSC[5] by combining CBO perturbation theory[6] with CBO Hartree-Fock and coupled

cluster theories[7]. Intermolecular interactions are found to be augmented by non-trivial

light-matter  coupling  components  and  interaction-specific  cavity-induced  long-range

corrections, while intramolecular effects are observed to be small.[5] 

In  the  second  part,  I  discuss  how nonresonant  electron-cavity  interaction  effects

provide access to an effective cavity mode response component in vibro-polaritonic IR

spectra.[8]  This  response  component  connects  to  experimentally  measured

transmission  spectra  and allows for  computationally  extracting  the  characteristic  IR

spectroscopic double-peak signature of vibrational  polaritons in complex multi-mode

systems avoiding spurious molecular transitions.[8]
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Owing to the inefficiency of existing technological methods for the separation of hydrogen 
isotopologue, research has increasingly focused on adsorptive separation techniques. 
Hence, porous materials containing under-coordinated Cu(I) centres which exhibit a high 
affinity for dihydrogen adsorption, have emerged as promising candidates for efficient 
H2/D2 separation.[1,2,3] A benchmark material with such centres is the metal-organic 
framework (MOF) Cu(I)-MFU-4l, which achieved a selectivity of 11 at the relatively high 
temperature of 100 K. This high selectivity is attributed to a large difference in adsorption 
enthalpy of 2.5 kJ/mol between D2 and H2.[4] However, up to now, little is known about 
the substantial influence of the ligand environment and coordination geometry on the 
strength and isotopologue selectivity of hydrogen adsorption on the under-coordinated 
Cu(I)  site. In this study, we explore this effect using gas-phase complexes Cu+(H2O)(H2)n 

(with n ≤ 3) as model systems. Through a combination of experimental and computational 
methods, we demonstrate a high isotopologue selectivity in dihydrogen binding to 
Cu+(H2O), which results from a large difference in the adsorption zero-point energies 
(2.8 kJ/mol between D2 and H2 including an anharmonic contribution of 0.4 kJ/mol). We 
investigate its origins and the bond strengthening between Cu+ and H2 upon the addition 
of a single H2O ligand. We discuss the role of the environment and the coordination 
geometry of the adsorption site in achieving a high selectivity and the ramifications for 
identifying and designing future materials for adsorptive dihydrogen isotopologue 
separation. 
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We introduce a novel atom-in-molecule adaptive minimal basis set called q-vSZP.[1] 
Unlike conventional basis sets that use identical Gaussian-type atomic orbitals (AOs) 
for atoms of the same type, q-vSZP assigns uniquely adapted AOs for each symmetry-
unique atom. The effective AO is determined by the atom’s geometrical environment 
(via coordination number) and its predetermined atomic partial charge, accounting for 
the essential “breathing” of AOs in molecules. The minimal q-vSZP basis provides sig-
nificantly more accurate results than conventional minimal basis sets and rivals stand-
ard double-ζ basis sets like def2-SVP. This innovation paves the way for advanced 
semiempirical quantum chemical methods, overcoming the limitations of commonly 
used minimal basis sets. 
A key component of this concept is the likewise new Charge Extended Hückel (CEH) 
model. It generates atomic charges (q) that are nearly as accurate as DFT partial 
charges, with mean absolute errors for q of approximately 0.02 electrons for organic 
molecules and up to 0.05 for electronically more complex systems. Consequently, the 
CEH model outperforms classical charge equilibration approaches such as EEQ (right) 
with only marginally higher computational effort, making it a valuable tool with rele-
vance beyond its application in the q-vSZP basis set. Besides lanthanides, the model 
supports actinides by incorporating f-electrons within the valence space, thus encom-
passing the entire periodic table up to Z=103. The training dataset exhibits a diverse 
chemical composition, comprising "mindless" molecules and those with intricate elec-
tronic structures, including open-shell and highly charged species. This broad chemical 
diversity contributes to the CEH model's remarkable robustness and stability. 
 
 

 
 
 
 

 
 
 
 
 
 
 
 

Left: WTMAD-2 values on the GMTKN55 data base for ωB97X-D4 combined with different basis sets (using ad-
justed D4 parameters). Right: Density plot of Pearson correlation coefficients per molecule between EEQ/CEH and 
Hirshfeld atomic charges obtained at the ωB97M-V/def2-TZVPPD level of theory for molecules in the MNSOL da-
tabase. 
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Photosystem I (PS I) is one of the most efficient light-harvesting systems in nature. Its 
antenna complex of chlorophylls absorbs solar energy and transfers it to a reaction 
center, where the energy is used to drive one of the fundamental redox processes of 
photosynthesis. Understanding the high efficiency of this process requires an accurate 
evaluation of the chlorophyll absorption energies, affected by their natural environment 
(site energies), as well as the excitonic coupling between the pigments. Moreover, the 
molecular dynamics at physiological temperatures may be of relevance. However, this 
task poses a challenge to computational studies due to the large scale and complexity 
of the system. 
 

We present a fully atomistic and dynamic computational model of cyanobacterial 
(T. elongatus) PS I [1]. In particular, we include the trimeric PS I complex in a solvated 
lipid membrane to describe the natural environment of the chlorophyll network as 
thoroughly as possible. With this extensive structural model, we sample geometries 
from classical trajectories and calculate site energies for each chlorophyll with the 
high-level DFT/MRCI method in a QM/MM framework. This approach allows to obtain 
accurate site energies and exciton couplings under explicit consideration of 
electrostatic interactions with the natural environment. Our results identify transient 
energy traps and barriers in the antenna complex and reveal a fundamental asymmetry 
in the reaction center. 
 

Going beyond an understanding of the purely natural light-harvesting process to 
potential applications in artificial photosynthetic devices, PS I may be embedded in a 
metal organic framework (MOF) [2], capable of protecting the photosystem against 
harsher environmental conditions. In this context, we extend our model to include the 
MOF and perform molecular dynamics simulations for the bio-nanohybrid system. With 
the help of QM/MM calculations, we analyze the impact of the strongly interacting 
environment on the structure and function of PS I and discuss possible implications for 
future devices. 
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The electric dipole polarizability is an important property to study the response of an
atomic/molecular  system  in  an  external  electric  field.  In  this  work,  we  present  a
comprehensive  study  of  electric  dipole  polarizability  calculations  employing  atomic-
orbitals (AO) based linear response theory within the Kohn-Sham density functional
theory  (KS-DFT)  framework  considering  both  non-periodic  and  periodic  boundary
conditions. In that context, we adopt the optimization scheme introduced by Helgaker et
al.  [1]  to obtain the single-electron AO-based density  matrix.  We then conducted a
comparative analysis between the polarizability computed using the AO-based method
and  previously  implemented  molecular-orbital  (MO)-based  approaches  in  CP2K
package.  In  the  case  of  non-periodic  boundary  conditions,  we  implement  the
polarizability calculation using the length form of electric dipole operator in AO-based
formalism. For the periodic case, we implement velocity representation of the electric
dipole operator, and compare the results with those computed using the velocity form of
electric dipole operator and Berry-phase formulation using MO-based response theory.
We investigate a diverse set of systems, including 10 small and large molecules in the
gas phase, liquid-phase systems with up to 256 water molecules, and the solid-state
structures of anatase TiO2 and bulk WO3. All the polarizability results obtained from the
AO-based solver exhibit good agreement with the MO-based results. Furthermore, the
AO-based solver exhibits better computational scaling, making it suitable for the study
of very large systems.
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Molecular exciton dynamics underlie energy and charge transfer processes in organic 
multichromophoric systems. A particularly interesting class of the latter are 
multiphotochromic systems composed of molecules capable of photochemical 
transformations. They feature both photophysical (e.g., exciton localization, transfer, or 
trapping) and photochemical (e.g., isomerization) processes. Understanding 
photoinduced dynamics of the multiphotochromic assemblies requires nonadiabatic 
treatment involving multiple exciton states and numerous nuclear degrees of freedom, 
thus posing a challenge for simulations. 
 
In this contribution, we discuss exciton states and exciton dynamics in 
multiphotochromic architectures made of azobenzene — a prototypical molecular 
photoswitch. First, we address the effect of conformational disorder in the electronic 
ground state on the exciton localization of the ππ* and nπ* excitons. To do so, we 
perform Born–Oppenheimer adiabatic molecular dynamics simulations based on 
density functional theory (DFT), compute exciton states with time-dependent long-
range corrected DFT, and characterize them with transition density matrix analysis. [1] 
 
After that, we model photoinduced, nonadiabatic dynamics of azobenzene aggregates 
using an on-the-fly surface hopping (SH) approach combined with a supermolecular 
semiempirical configuration interaction singles (CIS) electronic structure method and 
equipped with the transition density matrix analysis to characterize exciton evolution. 
We quantify ultrafast exciton localization and transfer processes occurring during 
excited state dynamics upon ππ* and nπ* excitations as well as isomerization quantum 
yields in the aggregated state. [2,3] 
 
Finally, we study how inclusion of double (D) excitations in addition to singles (S) into 
CI nonadiabatic dynamics simulations affect exciton dynamics of multiazobenzenes. In 
particular, we discuss exciton localization timescales, excited state lifetimes, and 
quantum yields obtained with CIS and CISD SH simulations. [4] 
 
The author thanks Peter Saalfrank, Giovanni Granucci, and Tillmann Klamroth for their 
support and valuable discussions. The author thanks the Deutsche 
Forschungsgemeinschaft (DFG, German Research Foundation) for financial support — 
project number 454020933 and CRC/SFB 1636 – Project ID 510943930 – Project No. 
B05. 
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Organic semiconductors have attracted considerable attention as an emerging class of 

materials for molecular electronics. Modern high-mobility materials are challenging to 

model since they defy both traditional delocalized band theory and localized polaron 

theory. Conventional methods to simulate the coupled charge-phonon system, such as 

Ehrenfest dynamics and fewest-switches surface hopping (FSSH) are also limited since 

they break the equilibrium of mixed quantum-classical systems.  

 

In this contribution, I will present a simple way to overcome this problem. Based on a 

recently developed “mapping approach to surface hopping” [1,2], we propagate 

trajectories on the adiabatic state with the highest population. This approach is 

deterministic and free from overheating. Since it preserves the mixed quantum-classical 

equilibrium distribution, we can time-average to significantly reduce the number of 

trajectories needed for convergence. We apply this methodology to charge diffusion in 

crystalline rubrene [3] and find that it leads to a well-defined diffusion constant, without 

having to introduce the phenomenological relaxation time approximation (RTA). Our 

results give 30-60% higher charge mobilities than conventional RTA calculations and 

shed light on conflicting experimental measurements of the optical conductivity. 
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Chiroptical spectroscopy is an increasingly important and cost-effective method for the
study of chiral compounds in the condensed phase. In recent years, vibrational circular
dichroism (VCD) - the chiral form of IR absorption spectroscopy - has emerged as a
highly sensitive probe of molecular conformation and environment. VCD exploits the
chiral information hidden in the infrared (IR) fingerprints of the system, thus targeting
the entire molecular scaffold with the wealth of absorption bands contributing to the
spectrum. While this feature can be used to understand multilevel chirality in complex
chemical systems, its potential can only be unlocked by realistic and efficient theoretical
models.[1,2,3]

The interpretation of VCD spectra rests on two pillars: accurate ab initio calculations (at
least  at  the  DFT level)  and  accurate  sampling  of  the  conformational  space  of  the
molecular system. Therefore, ab initio molecular dynamics (AIMD), which provides both
accuracy and sampling, is an attractive means of calculating VCD spectra. However,
while the calculation of IR absorption requires only the electric dipolar response of the
electrons to a vibrational  transition, VCD relies additionally on the magnetic dipolar
response. 

Such calculations can be performed in the quantum perturbation framework, for which
we use Nuclear Velocity Perturbation Theory (NVPT), which perturbatively reconnects
the  nuclear  and  electronic  degrees  of  freedom.[4]  In  combination  with  AIMD
simulations,  this  approach proves  to  be  very  powerful  for  predicting  the  chiroptical
response based on time correlation functions. The interplay of the linear response of
local  Wannier  orbitals,  delocalized  vibrational  coupling,  and  periodic  boundary
conditions leads us to unravel the supramolecular chirality in the condensed phase.[5]
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Heterogeneous catalysis still constitutes a vivid research area; a recently developed 
new concept are supported catalytically active metal solutions (SCALMS). In SCALMS, 
a metal with a low melting point like Ga or Sn acts as solvent, in which the catalytically 
active atoms like Pt or Ni are dissolved at low concentration [1,2]. When active atoms 
shortly arrive at the surface of the liquid, they act as isolated catalytic sites, since the 
gas phase reactants cannot enter the liquid metal. Within this concept, the advantage 
of heterogeneous catalysis - easy product separation - is combined with that of 
homogeneous catalysis - well defined properties of isolated reaction sites. 
 
The simulation of SCALMS, however, is a challenging task, since the highly dynamical 
nature of the liquids render traditional force fields unsuitable and embedded atom 
potentials insufficient, since the reactions with gas phase species should be included 
as well to get the full picture. Direct DFT simulations, on the other hand, are also out of 
reach since the dynamical nature of the systems requires several nanoseconds of 
molecular dynamics for averaging. Further, processes like the formation of intermetallic 
compounds need simulation cells containing thousands of atoms. Machine-learning 
force fields (ML-FFs) are the method of choice to simulate SCALMS. Because ML-FFs 
do not rely on any preselected geometries or bonding situations, the description of the 
highly dynamical liquid and of the interactions with reactants is possible, their linear 
scaling further enables the simulation of large time and length scales [3]. 
 
This contribution presents a broad benchmark of different Gaussian process and neural 
network potentials [4] with respect to the description of liquid metal catalyst surfaces, 
including efficient learning strategies and performance studies on several physical 
observables. It further shows how ML-FF simulations can be used in combination with 
electronic structure calculations to explain trends in observed catalytic activities of 
different liquid metal catalysts [5]. Finally, it features the real-time observation of 
fascinating phenomena like intermetallic compound formation, being an important part 
of liquid metal catalysts. These compounds were formed during the simulations without 
being included into the training set, showing some extrapolation ability of ML-FFs. 
 
Literature: [1] P. Wasserscheid et al., Nat. Chem. 2017, 9, 862. [2] T. Hsieh, S. Maisel, 
H. Wittkämper, J. Frisch, J. Steffen, R. Wilks, C. Papp, A. Görling, M. Bär, J. Phys. 
Chem. 2023, 127, 20484. [3] A. Shahzad, F. Yang, J. Steffen, C. Neiss, A. Panchenko, 
K. Goetz, C. Vogel, M. Weisser, J. Embs, W. Petry, W. Lohstroh, A. Görling, I. 
Goychuk, T. Unruh, J. Phys.: Condens. Matter 2024, 36, 175403. [4] J. Steffen, J. 
Chem. Theory Comput. 2023, 19, 5334. [5] M. Moritz, S. Maisel, N. Raman, H. 
Wittkämper, C. Wichmann, M. Grabau, D. Kahraman, J. Steffen, N. Taccardi, A. 
Görling, M. Haumann, P. Wasserscheid, H. Steinrück, C. Papp, ACS Catal. 2024, 14, 
6440. 
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Automated active space selection is arguably one of the most challenging and 
essential aspects of multiconfigurational methods. If accomplished, it would elevate 
active space methods such as CASSCF to complete black-box machineries. As it 
turns out, this may be systematically achieved, by using precise quantum information 
tools for electronic structure analysis. In particular, based on a preceding low-cost 
calculation, suitable active orbitals can be selected in an ab initio manner based on 
their unique high entanglement profile. 

In this work we take these promising ideas to the next level by proposing a quantum 
information-assisted complete active space optimization method (QICAS). Instead of 
just selecting active orbitals as the most entangled Hartree-Fock orbitals, we 
transform the active space by minimizing the entanglement of the complementary 
inactive orbitals, which results in remarkably accurate optimal active orbitals. For 
instance, for C2, the energy of a post-QICAS CASCI calculation matches nearly 
exactly with the CASSCF one. 

Accordingly, our study reveals and validates for the first time a profound empirical 
statement: the optimal inactive space contains the least entanglement. This in turns 
inspires an energy-free orbital optimization method which places most of the 
correlation within the optimal active space. For challenging systems, QICAS offers an 
ideal starting point, from which the number of expensive CASSCF iterations needed 
for chemical accuracy is greatly reduced. 
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Development of an RT-TDDFT program with k-point sampling in CP2K
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Progress in experimental techniques has been realizing control of excited-state prop-
erties and dynamics of molecules and solids [1,2]. Ab initio simulations are indispensable
for the analysis of those phenomena to clarify the details of the underlying physics.

We report our development of a real-time time-dependent density functional theory
(RT-TDDFT) program for periodic systems with k-point sampling in CP2K package [3].
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Figure 1: Optical absorption spec-
tra as benchmark calculations.
Panel (a) shows the dynamical
conductivity of h-BN, calculated
with LDA(VWN)/GTH-dzvp, k-point
sampling 15 × 15 × 1, and (b) dielec-
tric constant of Si, calculated with
LDA(PZ)/GTH-dzvp, k-point sampling
8× 8× 8.

The k-point sampling RT-TDDFT had been missing
in CP2K though it is indispensable for efficient cal-
culations of electronic band structures. RT-TDDFT
has been established as a popular tool for excited-
state simulations because of its efficiency in large-
scale simulations, ability to reproduce real-time evo-
lution of physical observables, and applicability to
non-perturbative dynamics, though its adiabatic for-
mulation has a certain limitation in accuracy. We ex-
ploit its strengths for the study of excited-state prop-
erties and dynamics of solids and surfaces. CP2K’s
efficiency in parallel computation, which is sup-
ported by a number of techniques including sparse
matrix computation, is critically important for our pur-
pose. We indeed observed higher efficiency com-
pared to a Python-based RT-TDDFT program [4].
We report our benchmark calculations and some of
our ongoing calculations.

Literature:
[1] J. J. Zakrzewski et al., Chem. Rev. 124 5930
(2024).
[2] C. Bao et al., Nat. Rev. Phys. 4, 33 (2022).
[3] https://www.cp2k.org/
[4] K. Hanasaki et al., J. Comput. Chem. 44, 980
(2023).
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Conical intersections (CIs) determine the mechanisms and outcomes of many 
photochemical reactions. The direct spectroscopic detection of CIs is therefore one of 
the most ambitious – but also one of the most difficult – challenges in ultrafast 
molecular sciences. Theoretical insights into how the associated spectroscopic 
signatures might eventually be isolated are crucial on the way to this goal. [1]  
We develop a computational protocol to design, predict and simulate direct signatures 
of CI passages during molecular photochemistry. We combine quantum molecular 
dynamics, computational spectroscopy, electronic structure theory and optimal control 
theory. First, we use highly accurate and efficient multi-configurational quantum 
chemistry at the CASPT2 level of theory to compute potential energy surfaces and 
molecular properties along the photochemical pathways. In the case of time-resolved 
X-ray spectroscopy that has recently been enabled by free-electron laser sources and 
provides novel windows into molecular dynamics, this includes core-hole states that 
participate in the probing process. We then propagate nuclear wavepackets according 
to the time-dependent Schrödinger equation including the passage through CIs. This 
gives access to the (multi-point) matter response functions used in the perturbative 
signal calculation, where n classical light fields induce an nth-order polarization in the 
matter. Finally, we use quantum optimal control simulations to shape the laser pulses 
involved in the spectroscopic pulse sequence. This allows to selectively enhance 
desired signals, which is especially critical for accessing the intrinsically weak vibronic 
coherences that form directly at CIs. [2,3] 
We demonstrate our quantum-controlled spectroscopy approach on the photochemistry 
of 2,5-dichlorofuran. Like its parent molecule furan, 2,5-dichlorofuran exhibits two 
competing photochemical pathways upon optical excitation via ring opening and ring 
puckering. The validity of our molecular dynamics and spectroscopy simulations is 
verified by closely matching recent experimental observations. We show how direct 
signatures of the ring-opening and the ring-puckering CI, that have not been observed 
to date, can be separated in X-ray stimulated Raman and time- and angular-resolved 
photoelectron signals. Quantum-controlled X-ray and photoelectron spectroscopy 
allows not only to separate CI signatures from the usually dominating background of 
other, less interesting signatures, but even to distinguish two competing CIs from each 
other.  
 
Literature: 
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While density functional theory is the most widely used method to calculate molecular

properties  of  medium and large sized molecules,  vast  majority  of  modern  density

functional  approximations  (DFAs)  are  unreliable  for  the  calculation  of  vibrational

properties. [1] This can lead to errors in frequencies, intensities and nuclear relaxation

contributions to electric response properties of up to thousands of percent, especially

in systems with low-frequency modes. We show that the fundamental origin of this

problem  lies  in  the  unphysical  oscillations  of  the  real-space  exchange-correlation

energy  density  derivatives  with  respect  to  external  perturbations.  By  directly

connecting the magnitude of these oscillations to specific behaviors of the DFAs at

different  reduced  density  gradient  values,  we  developed  a  strategy  to  design

functionals that are robust for calculating molecular properties. Using this strategy, we

designed DFAs which are loosely based on the mathematical structure of the ωB97

family  of  functionals,  yet  are  robust  for  calculating  molecular  properties  while

achieving similar general accuracy as the base functionals. Finally, by adding purely

density  and density-gradient  based range-separation  of  the correlation  energy,  we

construct a DFA that is not only robust for the calculation of molecular properties, but

also has a competitive edge in the general performance compared to state of the art

density functional approximations.

Literature:
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Nanoplastics (NPs), defined as plastic particles smaller than 1000 nm, have become

a significant contaminant in aquatic environments. These particles originate from the

degradation of larger plastic debris and polymer-based materials. Due to their small size

and high surface area-to-volume ratio, NPs can adsorb a wide range of contaminants,

including heavy metals and persistent organic pollutants, thereby acting as carriers of

harmful substances throughout aquatic ecosystems. This property significantly amplifies

their ecological impact, as these contaminants can bioaccumulate in the food web, ad-

versely affecting aquatic organisms and potentially humans. The persistence of NPs in

water bodies and their resistance to conventional water treatment processes underscores

the urgency of developing effective removal strategies.

The current study addresses this critical issue by exploring the interactions between

NPs and graphene, as a raw model for 2D materials-based membranes, utilizing atom-

istic molecular dynamics simulations. These simulations provide detailed insights into

the dynamics of hydrophobic and hydrophilic polymers specifically polystyrene, polyethy-

lene, and polyethylene oxide in various aqueous environments. The results reveal that

graphene can effectively capture a range of polymers, highlighting its potential as a ver-

satile material for NPs removal. The detailed analysis offers a comprehensive under-

standing of NPs behavior in different scenarios, demonstrating the superior performance

of graphene in adsorbing NPs. Ultimately, the findings of this study represent a step

forward in laying the groundwork for designing advanced materials and filtration systems

capable of mitigating nanoplastic pollution in aquatic ecosystems.

1. Lorenz F. Dettmann, Oliver Kühn, and Ashour A. Ahmed. ”Coarse-grained molecular

dynamics simulations of nanoplastics interacting with a hydrophobic environment in

aqueous solution.” RSC advances 11.44 (2021): 27734-27744.

2. Shams Forruque Ahmed, Nafisa Islam, Nuzaba Tasannum, Aanushka Mehjabin, Adiba

Momtahin, Ashfaque Ahmed Chowdhury, Fares Almomani, and M. Mofijur. ”Microplas-

tic removal and management strategies for wastewater treatment plants.” Chemo-

sphere 347 (2024): 140648.
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Understanding the thermodynamics and kinetics of molecular crystal polymorphs is 
critical for drug development, particularly in terms of molecular crystal structure 
predictions [1, 2]. Therein, highly accurate relative stabilities at a certain temperature 
are needed, since polymorphs often differ only by very few kJ/mol in their Gibbs free 
energies. However, high-level electronic structure calculations are often prohibitively 
expensive for relevant systems, especially when vibrational properties need to be 
accounted for as well. One way of circumventing expensive periodic calculations is the 
usage of a subtractive embedding scheme, where the periodic calculation is only 
performed using a lower-cost method and then monomer energies and multimer 
interaction energies are replaced by those of the high-level method. Beyond 
thermodynamics, understanding the kinetics of transitions between molecular crystal 
polymorphs is equally important, as many thermodynamically stable polymorphs are 
not observed experimentally due to kinetic inaccessibility. While force-field approaches 
[3] can provide approximate energy barriers for polymorph transitions, accurate 
transition barriers would require electronic structure methods. 
Herein, we present a multimer embedding approach for energies, structures, and 
vibrational properties of molecular crystals incorporating up to trimer interactions [4]. 
We benchmark this approach for the X23 set of molecular crystals [5, 6] and 
approximate periodic PBE0+MBD calculations by embedding multimers into less 
expensive PBE+MBD calculations. By utilizing trimer interactions, we can describe 
lattice energies within 1 kJ/mol and cell volumes within 1 % of the canonical periodic 
PBE0+MBD result. Harmonic vibrational free energies can already be approximated 
within 1 kJ/mol at the monomer or dimer level. Hence, this approach will speed up or 
enable more accurate thermodynamic calculations of practically relevant molecular 
crystals. Furthermore, we investigate the kinetics of polymorph transitions by using a 
solid-state nudged elastic band (NEB) approach [7] in combination with a new 
interpolation method for generating appropriate initial structures along the transition 
path – enabling NEB calculations for crystals involving larger and quite flexible 
molecules.  
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Understanding the structure-property relationship in (sub)porphyrin and 
(sub)phthalocyanine derivatives facilitates the design of new materials on demand. One 
of the main features of these systems are their optical properties, i.e. characteristic 

Soret and Q absorption bands, which depend on -delocalization. A possible way to 

characterize differences in the  system is the theoretical description of the aromaticity, 
previously used to rationalize the non-optical properties of octaphyrins [1,2]. However, 

the high complexity given by the topological flexibility and the existence of multiple -
electron circuits makes it a challenging task [3]. In this work, we analyze the influence 
of structural differences on the aromatic character and the UV-Vis absorption spectra of 
eight (sub)porphyrinoids (Figure 1), including phthalocyanine and subpthalocyanine. 
We performed calculations at CAM-B3LYP/cc-pVTZ level of theory followed by global 
and local aromaticity descriptors, providing a qualitative relation between aromaticity 
and UV-Vis absorption spectra. Notably, we establish a direct correlation between the 
aromaticity of the external conjugated pathways and the Q bands. This insight is pivotal 
for pinpointing modifications in porphyrinoid structures that lead to marked shifts in UV-
Vis bands. Our findings offer a strategic framework for designing novel phthalocyanine 
derivatives with custom-tailored properties. 

 
Figure 1. Metallo or B-X coordinated (Sub)porphyrins and (sub)phthalocyanines included in 
this study. 
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As materials are often subjected to external forces, controlling their force-response is 
highly relevant. In addition to increased resilience, more complex force-triggered 
behavior such as color change or chemical reactions are of interest. Particularly strained 
ring-systems such as oxirane can undergo mechanochemical ring-opening reactions. For 
a trans-substituted oxirane, the external force stimulus promotes the thermally allowed 
conrotatory reaction path, yielding an ylide structure as its product. For cis-oxirane, the 
thermal conrotatory pathway is inhibited by pulling force, and a sufficiently high force can 
fully suppress this reaction route. Instead, the mechanochemical reaction of cis-oxirane 
is disrotatory and thus symmetry-forbidden, suggesting a diradical transition state. We 
seek to provide insight into the electronic structure underlying these ring-opening 
reactions. For this, we compare the computationally very efficient broken-symmetry DFT 
method with different levels of multireference theory: CASPT2, MRCI-F12, and MRCC 
which we use to track the electronic character along the entire reaction path by analyzing 
active space orbitals and CI coefficients. This validates that the disrotatory ring-opening 
reaction proceeds through a diradical transition state and involves an orbital crossing. 
Along the reaction path, the frontier orbital energy gap decreases until it reaches a point 
where HOMO and LUMO are degenerate, equally occupied orbitals. The conrotatory 
reaction on the other hand shows no orbital crossing, and the transition state has only 
partial diradical character. Through constrained geometry optimizations using 
multiconfiguration methods we show the influence of external forces on the potential 
energy surface and the competing conrotatory and disrotatory reaction paths, while 
revealing zones of high diradical character along the symmetry-forbidden reaction 
coordinates. By performing these computations at different forces, we intend to show 
how transition states of force-suppressed reactions like the conrotatory ring-opening of 
cis-oxirane disappear from the potential energy surface in topological catastrophes. 
 
[1] G. S. Kochhar, A. Bailey, N. J. Mosey, Angew. Chem., 2010, 122.41, 7614-7617  
[2] H. M. Klukovich, et al, J. Am. Chem. Soc., 2012, 134.23, 9577-9580  
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The asymmetric 1,6-enyne-cycloisomerization reaction allows for the synthesis of 
biologically active cyclopropane compounds. [1] This reaction employs a rhodium-based 
catalyst with an N-heterocyclic carbene (NHC) ligand with varying side chains. Density 
Functional Theory (DFT) was utilized to assess the impact of these side chains on the 
reaction. 
 
The investigated reaction mechanism follows the three-step mechanism described by T. 
Nishimura, wherein annulation occurs at the second step.[1] The metal center acts as an 
electrophile here and activates the triple bond of the reactant. The reaction barriers 
increase in height for larger side chains at the NHC ligand as steric hindrances increase 
and stabilizing interactions decrease. The energy difference between these barriers also 
increases with ligand size, resulting in an increase in enantioselectivity. In contrast, no 
such correlation could be found with the electronic influence of the NHC ligand. 

Figure 1: Graph of the energy of the first transition states for all NHC ligands plotted 
against their ’buried volume’. A linear fit function is employed to better visualize the 
occuring trend and plotted as the black line. The values for the ’buried Volume’ are taken 
from H. Clavier et al.[2] 
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Copper surfaces show great potential as catalysts for the conversion of carbon dioxide 
into valuable products. Although there is tremendous interest in such systems, 
designing efficient catalysts remains challenging due to an insufficient understanding 
of the underlying reaction mechanisms. In this regard, quantum chemical calculations 
offer insights into the complex electronic structure, but they are limited by either high 
numerical costs or reduced accuracy inherent in many efficient electronic structure 
methods. 

To address this, we propose to use cluster models in combination with the projection-
based embedding theory, which has the potential to provide a balanced compromise 
between accuracy and efficiency. In projection-based embedding theory, the system 
is partitioned into an active subsystem, where the numerical efforts are focused, and 
an environmental subsystem, treated at a lower level of theory. The system partitioning 
is based on our recently developed ACE-of-SPADE algorithm (1). This algorithm has 
been proven to enable consistent active orbital selection even for such challenging 
systems as transition metal clusters with many delocalized and (near-) degenerate 
orbitals by tracking the molecular orbitals' evolution along a reaction pathway.  
In this work, we present a benchmark study validating the accuracy of the embedded 
cluster approach for calculating the binding energy of different CO2 reduction products 
on Cu(111)-clusters. First, we validate the accuracy and reliability of cluster models for 
calculating the binding energies of small molecules on copper surfaces, considering 
different cluster geometries, sizes, and electrostatic environments. Then, we 
demonstrate that the proposed QM/QM embedding strategy allows us to considerably 
improve the accuracy of the binding energies compared to periodic plane-wave 
calculations, conducted at the lower level of theory. To further increase numerical 
efficiency, we adapt the ACE-of-SPADE algorithm to consider only the initial and final 
state of a reaction, effectively reducing the analysis to discrete endpoints rather than 
evaluating the entire trajectory. This algorithm proves to be particularly robust for small 
active cluster sizes.  
The projection-based embedding theory, together with our ACE-of-SPADE algorithm, 
shows high potential for studying chemical reactions on metal surfaces due to its ability 
to balance accuracy and numerical demands efficiently.  
 
 

Literature: (1) E. Kolodzeiski; C. J. Stein.  J. Chem. Theory Comput. 2023, 19 (19), 
6643-6655. 
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Rovibrational spectroscopy plays an important role in the fields of atmospheric sciences, 
astrophysics  and  astrochemistry.  The  sulphur  counterparts  of  oxygen-containing 
molecules,  such  as  thioformyl  cyanide  and  thiopropynal,  which  have  been  recently 
identified  in  the  interstellar  medium,  are  an  emerging  topic  of  significant  interest.  We 
performed  rovibrational  configuration  interaction  calculations  (RVCI)  to  produce  high-
resolution  infrared  spectra  of  the  fundamental  bands,  overtones,  hot  bands  and 
combination bands of these compounds [1,2]. The effect of temperature on the hot bands 
has been studied in detail. Furthermore, the computational benefits in terms of memory 
requirements and CPU time due to the block diagonality of the rovibrational matrix arising 
from the symmetry of the rovibrational wavefunction were investigated. It was found that a 
substantial number of the coefficients of the rovibrational eigenfunctions are negligible and 
can be discarded in subsequent parts of the RVCI calculations. The compressed sparse 
column (CSC) method was utilized to store the sparse eigenfunctions, which enhanced the 
efficiency  of  the  program with  regard  to  CPU time.  The  combined  implementation  of 
symmetry and sparsity reduced the CPU time by almost one order of magnitude.

Literature:
[1] S. Das, M. Tschöpe, G. Rauhut, Mol. Phys. DOI: 10.1080/00268976.2023.2262059 
[2] S. Das, G. Rauhut, Int. J. Quantum Chem. 2024, 124, e27378
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Abstract: The efficacy of doxorubicin (DOX), a cornerstone chemotherapy agent, is often 
compromised by its limited blood circulation time, poor permeability, and off-target toxicity, 
including cardiomyopathy. [1] This study explores the utilization of choline chloride (ChCl)-
based deep eutectic solvents (DES) to enhance DOX delivery and reduce its systemic 
toxicity. 
Using advanced molecular dynamics simulations, the interactions between DOX and a 
model cancer cell membrane was analyzed in three distinct solvent environments: water, 
ChCl:Ascorbic acid (AA), and ChCl:Glucose (GLU). Our simulations employed the 
GROMACS software and Amber 99SB force field [2] to provide a comprehensive 
understanding of the solvent effects. Radial distribution function (RDF) and mean square 
displacement (MSD) analyses were conducted to evaluate DOX aggregation and 
membrane penetration, respectively.  
The results indicated that DES significantly mitigate DOX aggregation compared to water. 
Specifically, ChCl:GLU demonstrated the lowest degree of DOX aggregation, followed by 
ChCl:AA, whereas water showed the highest aggregation. This reduced aggregation in 
DES correlates with enhanced membrane permeability of DOX, as evidenced by the MSD 
analysis, which revealed a superior penetration profile in ChCl:AA, followed by ChCl:GLU 
and water. After 300 ns of simulation, DOX molecules exhibited substantial membrane 
penetration in DES environments, implying enhanced drug bioavailability and reduced 
cytotoxicity. Our findings underscore the potential of ChCl-based DES to revolutionize 
chemotherapy by improving drug solubility and permeability while minimizing adverse 
effects. This novel approach could pave the way for more effective and safer cancer 
treatments.  

 
Figure 1: Snapshots of the three systems at 0 ns and 700 ns. Color code: blue: DOX, Cyan: Water, 
Pink: cancerous membrane, Yellow: ChCl, Purple: AA, and Green: GLU. 

Literature  
 
[1] Pestana, R.M., et. al. 2024. Microparticles and cardiotoxicity secondary to doxorubicin-based 
chemotherapy in breast cancer patients. International Journal of Cardiology, 395, p.131435. 
[2] D.S. Davidson, Investigating the Electrostatic Properties and Dynamics of Amyloidogenic Proteins with Polarizable 
Molecular Dynamics Simulations (Doctoral dissertation, Virginia Tech). (2022). 
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Modern experimental and theoretical-computational studies of the possibilities of 
extracting natural and artificial dyes from aqueous media are closely related to 
the study of the features of their interaction with water, the features of changes in 
these interactions under the influence of external conditions (radiation of various 
natures, changes in temperature, pressure, etc.). The process of dissolving a dye 
in an aqueous environment is closely related to the restructuring of the hydrogen 
bonds of the water itself, the formation of free space around the dissolved 
molecule, and the formation of hydrogen bonds between the dissolved substance 
and water. One of the oldest and most common dyes used in the textile industry 
is indigo carmine (C16H8N2Na2O8S2). The presented work is devoted to studying the 
characteristics of interaction with water using the molecular dynamics method. All 
simulations were executed using an packages DL_POLY_4.06 and 
DLPOLY_FIELD. The potential parameters for describing the interaction between 
the atoms of the indigo carmine with the atoms of the water molecules are 
calculated using the Lorentz–Berthelot combination rule.  
As a result of the analysis of the obtained trajectories, radial distribution functions 
and the Wenta-Abraham parameter were calculated for various interatomic 
interactions between the atoms of water molecules and indigo carmine. Analysis 
of the calculated radial distribution functions and the Wenta-Abraham parameter 
shows that the dissolution of indigo carmine in water leads to the formation of 
free space around the dissolved molecule and a change in the local density of 
the water structure in the vicinity of the dissolved substance. At the same time, 
the value of the first hydration sphere around the indigo carmine molecule is 
about ~2.7 Å. The second hydration sphere around the indigo carmine molecule 
is poorly defined can be described as the space between ~2.7 Å and ~5.0 Å. 
Temperature changes have practically no effect on the size of the first and the 
second hydration spheres around the IC molecule. All of calculation show that 
the coulomb interaction between indigo carmine and water atoms may lead to the 
formation of HB-bonds with lengths from ~1.9 Å to ~2.1 Å. In this case, part of the 
water molecules, due to the strong Coulomb interaction, can be quite close to the 
dissolved dye without the formation of hydrogen bonds. It has also been 
established that the observed structural changes can be attributed to the change 
in the shape of water clusters. The dissolution of indigo carmine leads to a further 
decrease in the local ordering of the liquid system with increasing temperature. 
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Compounds  containing  inorganic  p-block  elements  are  commonly  used  in  various 
chemical fields, such as frustrated Lewis-pairs (FLP) and optoelectronics. To accurately 
describe these systems, theoretical methods like density functional theory (DFT) must 
be thoroughly assessed beforehand, but high-quality reference data is scarce. In this 
work, we present the IHD302 benchmark set, which contains 604 dimerization energies 
for 302 "inorganic benzenes" composed of  non-carbon p-block elements from main 
groups III to VI, up to polonium.[1] This set can be divided into two subsets: structures 
bound by covalent bonding and those bound by weaker donor-acceptor interactions (cf. 
Figure).  Reference reaction energies were computed using state-of-the-art  explicitly 
correlated  local  coupled  cluster  theory,  termed  PNO-LCCSD(T)-F12/cc-VTZ-PP-
F12(corr.), with a basis set correction at the PNO-LMP2-F12/aug-cc-pwCVTZ level.[2] 

We evaluated 26 DFT methods with three different dispersion corrections and the def2-
QZVPP basis set, five composite DFT approaches, and five semi-empirical quantum 
mechanical methods on the IHD302 benchmark set.

Literature:
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Computational modeling of processes in solution requires additional models to account
for  solvent  effects. Widely  used  examples  are  the implicit  solvent  models CPCM,
COSMO, SMD, and COSMO-RS, which model the electrostatic interactions of solvation
via surface charges on a three-dimensional solute cavity. The cavity is constructed by
overlapping atom spheres based on fixed atomic radii assigned per element. This can
limit  the models’ ability to adapt to the electronic structure of the solute, potentially
reducing the maximum achievable accuracy.
With the Dynamic Radii Adjustment for COntinuum solvation (DRACO) approach, [1] we
aim  to  address  this  limitation  by  using  precomputed  atomic  partial  charges  and
coordination  numbers  of  the  solute  atoms  to  adapt  the  solute  cavity.  DRACO  is
compatible  with  major  solvation  models,  significantly  and  robustly  improving  their
performance at virtually no extra computational cost, especially for charged solutes.
Combined with the purely electrostatic CPCM and COSMO models, DRACO reduces

the mean absolute deviation (MAD) of the solvation free energy by up to 4.5 kcal mol–1

(67%) for a large data set of polar and ionic solutes. Even in combination with the
highly empirical SMD model, it improves the MAD for charged solutes by up to 1.5 kcal

mol–1 (39%), while neutral solutes are slightly improved (0.2 kcal mol–1 or 16%). The
DRACO interface is available with two computationally efficient atomic charge models,
enabling  fully  automated,  out-of-the-box  calculations  with  widely  used  software
packages like ORCA and TURBOMOLE.

Literature:

[1] C. Plett, M. Stahn, M. Bursch, J.-M. Mewes, S. Grimme, J. Phys. Chem. Lett. 2024, 
15, 2462.
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Graphene and aromatic hydrocarbons, such as pyrene, are of significant interest not 
only for their fundamental electronic properties as prototypical two-dimensional 
materials but also for their applications in nanoelectronics and sensing. Pyrene, known 
for its exceptional opto-electronic properties, is pivotal in various photo-responsive 
materials. Their planar structure and strong π-π stacking interactions often render 
graphene, pyrene and pyrene-containing molecules insoluble in water and organic 
solvents, presenting opportunities for heterogeneous catalysis.[1,2] Also, there is 
significant interest in tuning the (opto-)electronic and other properties of these 
materials, with functionalization being a promising approach to achieve this.[3] 
In this work, we perform nonadiabatic (Surface Hopping (SH)) molecular dynamics 
(MD) simulations for pyrene-CH3Cl and investigate the fragmentation and formation 
processes. Specifically, we: (i) model the electronic structure of the pyrene-CH3Cl 
system using configuration interaction singles (CIS) based on molecular orbitals (MO) 
obtained from a self-consistent field calculation with floating occupation (FO) 
numbers[4] using the Austin model 1 (AM1)[5], (ii) incorporate the Lennard-Jones (LJ) 
potential to account for intermolecular interactions, (iii) reveal the nature of the excited 
states, (iv) calculate the electronic spectra for selected MD snapshots, and (v) model 
nonadiabatic dynamics using SH, considering both excitation of non-covalent 
pyrene-CH3Cl complex and excitation of pyrene covalently modified with CH3 and Cl. 
The following questions are addressed: 1. What are the observed changes in the 
population of excited states as a function of time? 2. How does the bond length of 

C—Cl in CH₃Cl and the bond length of C—Cl between CH₃Cl and pyrene, and the 

C—C bond length between CH₃Cl and pyrene change during dynamics? 3. What is the 
computational absorption spectrum of free pyrene, and how does it change after the 

approach of CH₃Cl to pyrene? 4. What is the role of LJ potential applied to all 
considered potential energy surfaces throughout the SH calculations? 5. How might our 
findings guide the controlled modification of pyrene-CH3Cl structures for specific 
applications? 6. What is the stability and quantum yield of products for the titled 
reaction? 
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Recently, machine learning of magnetic properties of transition-metal compounds has 
attracted large interest due to environmental and availability issues of rare-earth-based 
functional magnetic materials. Surprisingly, bond-angle-derived features were not found 
to be relevant for magnetic structure prediction in previous studies using DFT-computed 
labels.[1, 2] This contrasts with a well-known magnetism heuristic, the Kanamori-
Goodenough-Anderson (KGA) rules of superexchange. These semiempirical rules 
predict the sign of the nearest-neighbor magnetic interaction in insulators based on the 
bond angle, orbital symmetry and orbital occupancy.[3, 4] They can be simplified further 
to only take into account the bond angle of neighboring magnetic sites (KGA rules of 
thumb).[5] We review magnetic interaction trends within the MAGNDATA database,[6, 7] 
the largest collection of experimentally determined magnetic structures. Observed trends 
can be rationalized in the light of the KGA rules of thumb and their follow-up studies. We 
find similar trends for other systems than oxygen-connected, octahedral transition metal 
sites. Building on our analysis, we engineer bond-angle-derived features for machine 
learning of magnetic structures. We introduce a new, informative label for predicting 
magnetic structures that can be extended to magnetic sites and structures of arbitrary 
complexity: the parallelity score p. For a single magnetic site, it is defined as the fraction 
of neighboring magnetic moments aligned parallel to it. Averaging the p scores of all sites 
in the magnetic unit cell gives the structurewise p score. An antiparallelity score ap can 
be defined accordingly. Bond-angle-derived features are found to be highly relevant for 
the prediction of p and ap scores. We demonstrate the predictive power of an ap and p 
score model in combination with a magnetic propagation vector model as a step towards 
full magnetic structure prediction. 

 

[1] N. C. Frey et al., Sci. Adv. 2020, 6 (50), eabd1076. 
[2] S.-O. Kaba et al., Phys. Rev. Mat. 2023, 7 (4), 044407. 
[3] J. B. Goodenough, Phys. Rev. 1955, 100 (2), 564–573. 

[4] J. Kanamori, J. Phys. Chem. Solids 1959, 10 (2-3), 87–98. 

[5] J. M. D. Coey, Magnetism and Magnetic Materials, 1st Ed., Cambridge University 
Press, 2001. 
[6] S. V. Gallego et al. , J. Appl. Crystallogr. 2016, 49 (5), 1750–1776. 

[7] S. V. Gallego et al. , J. Appl. Crystallogr. 2016, 49 (6), 1941–1956. 
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Mechanochemical reactions are chemical processes that occur under the influence of 
external forces. While there are established theoretical models to describe 
mechanochemical transformations under the influence of a pulling force, there is 
currently no established method for the ab initio simulation of the impact of uniaxial 
pressure onto molecular systems. 
Here, we want to introduce a new approach to allow the simulation of uniaxial pressure 
on molecular systems. A force acting on each atom individually is applied to push the 
molecule along the z-axis into the plane created by the x- and the y-axis, see Figure 1b. 
The strength of the force acting on each of the atoms depends on the distance of the 
atom to the xy-plane. With this approach, the mechanism of the so-called Flex Activation 
is investigated. Flex Activation allows the release of small molecules from a polymer 
without destruction of the polymer backbone. Methods to simulate a pulling force on a 
molecular system were not able to explain the occurrence of Flex Activation.[1-2] 
Simulating the external force as a uniaxially acting force, however, reduces the activation 
energy and can therefore explain the Flex Activation mechanism. 
In addition to the scission of covalent bonds, the formation of such bonds under the 
influence of uniaxial pressure is investigated. It is expected that for these processes the 
activation energy of the chemical reaction does decrease in dependence on the 
increasing uniaxial force. 
 

 
Figure 1: a: Examined reaction of an oxanorbornadiene-based mechanophore.[3] b: Schematic representation of the 
application of the model for simulating uniaxial pressure. The force is applied to each atom separately. The green 
arrows indicate the strength of the force acting on an atom. c: Effect of uniaxial pressure on the activation energy. With 
increasing force, the activation energy decreases. 

[1] Klein, I. M., et al., J. Am. Chem. Soc. 2020, 142(38), 16364-16381. 
[2] Mier, L. J., et al., ChemPhysChem 2020, 21(21), 2402-2406. 
[3] Larsen, M. B., et al., J. Am. Chem. Soc. 2013, 135(22), 8189-8192. 
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Electrocatalysis plays a central role in advancing sustainable energy technologies and 
addressing environmental challenges. Fuel cells, water electrolysis and industrial 
electrosynthesis are some examples that are gaining growing interest in clean energy 
conversion and storage. Computational methods provide precious insights that are often 
challenging to obtain through experimental means alone and hence aid catalyst design 
strategies. The accurate modeling of the electrode-electrolyte interface is crucial for 
describing electrochemical systems [1] and represents one of the main challenges of 
computational electrocatalysis. 

 
In principle, ab initio molecular dynamics (AIMD) is the most accurate method, but its high 
computational cost is often prohibitive, making this approach unfeasible for general 
applications. One way to reduce the computational cost is to treat the electrolyte region 
classically while maintaining a quantum description for the electrode and the reactive site. 
However, for this mixed quantum mechanics-molecular mechanics (QM/MM) approach, an 
accurate force field and a reliable approximation of the quantum/classical boundary are 
required.[2] Additionally, MD simulations require a representative sampling of the 
configurational space to be reliable, which is very challenging to achieve due to the 
multicomponent nature of the system and the strong ion concentration gradients at the 
interface. Implicit solvation models are computationally cheaper and have the advantage of 

already accounting for ensemble averages. Poisson-Boltzmann (and its variants) is the 

most widespread model, and it has been implemented in various electronic-structure 
software. [3] The reference interaction site model (RISM) and classical density functional 
theory (cDFT) are two less common but promising alternatives that model solvation by 
incorporating information from the radial distributions of the solvent and the electrolyte at 
the interface. [2,3] 
 
In this contribution we present a comparison of the different state-of-the-art approaches to 
modeling the electrode-electrolyte interface, highlighting each model’s main advantages and 
disadvantages. 
 
Literature: 
[1] Gonella G., Backus E. H. G., Nagata Y., Bonthuis D. J., Loche P., Schlaich A., Netz R. 
R., Kühnle A., McCrum I. T., Koper M. T. M., Wolf M., Winter B., Meijer G., Campen R. K., 
Bonn M., Nat. Rev. Chem. 2021, 5 (7), 466–485. 
[2] Schwarz K., Sundararaman R., Surface Science Reports 2020, 75 (2), 100492. 
[3] Ringe S., Hörmann N. G., Oberhofer H., Reuter K., Chem. Rev. 2022, 122 (12), 10777–
10820. 
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Intermolecular charge-transfer plays a crucial role in biological processes and energy 
conversion applications, where the energy excess acquired by means of light 
absorption is moved across molecular units. However, understanding the mechanism 
behind these photoinduced processes is a complex task due to the high precision 
required, especially when dealing with large molecular systems. 
In this benchmark study[1], we test computational methods that are scalable for this 
purpose and assess their accuracy. Our reference results are derived from highly 
precise calculations obtained with wavefunction theory which limits the size of the 
benchmark systems. On the other hand, the methods we have identified are based on 
density-functional theory (DFT) and can here be applied to much larger systems. 
Investigated excited state DFT methods are both time-dependent DFT[2] (TD-DFT) and 
orbital-optimized DFT[3] methods (OO-DFT, also known as ΔSCF). 
In general, the best results are achieved with orbital-optimized methods, even though 
convergence issues negatively affect their performance[4]. Among these, the maximum 
overlap method[5], when used with the initial MOs as reference orbitals[6], proves to be 
the most numerically stable variant. Additionally, a combination of optimally-tuned 
range-separated hybrid functionals and relatively small basis sets can provide a 
reasonable wavefunction economically when using time-dependent density functional 
theory. This wavefunction can then be recalculated with orbital-optimized methods to 
refine the ICT energy estimation. 
Since these rapid calculations are particularly appealing for high-throughput screening 
applications, our follow-up studies focus on improving the numerical stability of the SCF 
algorithms used for OO-DFT, either by starting the iterative procedure with a better 
guess MO set or by making the SCF algorithm more robust to the variational collapse 
of the electronic wavefunction onto undesired excitations. 
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The performance of lithium-ion and sodium-ion batteries is critically influenced by the 
solvation-shell structure of the solvated ions in electrolyte solution. In this work, we 
conduct a detailed computational investigation of ion solvation using Density Functional 
Theory (DFT) and semi-empirical methods to perform a sensitivity analysis of the 
employed methods with respect to different computational parameters, such as choice 
of a solvation model, density functional or conformational analysis approach. 

For lithium-ion batteries, the cluster-continuum model is employed, where the explicit 
solvation shell of the lithium ion is immersed in an implicit pure ethylene carbonate (EC) 
solvent. We perform DFT calculations with B3LYP/6-31G(d,p), consistent with the 
methodology detailed in Ref. [1]. The implicit solvation is included by conductor-like 
polarizable continuum (C-PCM) and Poisson-Boltzmann solvation models within the Q-
Chem electronic structure package [2]. By applying a series of refined corrections to 
the gas and solution phase binding free energies, we aim to replicate and extend the 
findings of Ref. [1]. Our further analysis focuses on the sensitivity of binding energetics 
to the choice of DFT functionals and parameters of the implicit solvation models, 
providing insights into the accuracy and reliability of these computational methods. 

We extend our analysis to sodium-ion batteries and examine the conformational 
energies of explicitly solvated sodium ions in N-methylformamide (NMF) electrolyte. 
Previous studies indicate a systematic overestimation of conformational energies with 
the GFN2-xTB method for clusters Na+(NMF)n with n = 5-8 [3]. To address these 
discrepancies, we refine the procedure of the conformational analysis by re-optimizing 
the geometries of these clusters using DFT at the wB97X-V/def2-TZVP level. 
Additionally, we employ a permutation-aided Kabsch algorithm [4] to eliminate 
generated duplicative structures. This approach aims to produce more accurate low-
energy conformers for the sodium solvation clusters, enhancing the reliability of the 
GFN2-xTB method for conformational analysis. 

By applying these refined techniques to various ions and electrolyte mixtures, we aim 
to achieve more accurate simulations, contributing to the understanding of ion solvation 
in battery electrolytes with first-principles simulations. 

[1] W. Cui, Y. Lansac, H. Lee, S. T. Hong and Y. H. Jang, Phys. Chem. Chem. Phys. 
2016, 18, 23607. 
[2] E. Epifanovsky, et al., J. Chem. Phys. 2021, 155, 8. 
[3] AA. Otlyotov, Y. Minenkov, J Comput Chem. 2022, 43, 27, 1856-1863. 
[4] E. I. Ioannidis, T. Z. H. Gani, and H. J. Kulik, J. Comput. Chem. 2016, 37, 2106-
2117; A. Nandy, C. Duan, J. P.Janet, S. Gugler, and H. J. Kulik, Ind. Eng. Chem. Res. 
2018, 57, 42, 13973-13986 
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For semi empirical electronic structure methods, solving the Roothaan-Hall equations by 

means of diagonalization of the Fock matrix is generally the computational bottleneck.[1] 

Alternatively, a density matrix P can be constructed directly without solving for the 

orbitals. Density matrix purification (DMP) schemes start from a guess density matrix P 

that fulfills the anticommutation with the Fock matrix. P is then purified iteratively until 

idempotency is achieved, preserving the symmetry of P and a trace equal to the number 

of electrons. 

We present a C++ library implementing 2nd order trace-correcting (TC2) [2] DMP among 

others. The computational bottleneck for DMP methods is the matrix-matrix 

multiplications needed to construct the purification polynomials. The highly parallel 

architecture of graphics processing units (GPUs) can be exploited to noticeably speed 

up this operation. In this context, a C++ linear algebra library with GPU-offload capability 

was written and is published separately to allow code reusability.  

The potential of consumer-grade GPUs can be leveraged by maximizing the amount of 

single precision (FP32) operations. Therefore, a tailored mixed numerical precision (MP) 

scheme is proposed composed of two main approximations. P is split up in a diagonal 

and off-diagonal tensor, where the off-diagonal matrix is stored in FP32. Additionally, an 

incremental scheme is used for matrix transformations between orthogonal and non-

orthogonal basis. The transformation of the increment is performed in FP32.  

Our DMP library is interfaced to the tblite codebase. We demonstrate that this MP TC2 

DMP implementation is faster than LAPACK (intel oneMKL) and cuSOLVER 

diagonalization for molecules with more than 2000 basis functions using the GFN2-xTB[3] 

Hamiltonian. The numerical precision of the energies and gradients is not impacted by 

the MP scheme compared to full double precision computations. 

[1] Kussmann, J.; Beer, M.; Ochsenfeld, C. WIREs Comput. Mol. Sci. 2013, 3, 614. 
[2] Niklasson, A. M. N. Phys. Rev. B 2002, 66, 155115. 
[3] Bannwarth, C.; Ehlert, S.; Grimme, S. J. Chem. Theo. Comput. 2019, 15, 1652. 
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Calculating transition states (TS) and rate constants is essential for studying chemical 

reactions and their kinetics. Kinetic models based on complex reaction networks require 

the near-automatic determination of rate constants from a large number of underlying 

transition states. 

We present a TS search method that efficiently generates an initial TS guess for further 

saddle-point optimization, for example with density functional theory (DFT) methods. 

This approach employs system-specific force fields (FFs) of the reactant and product 

structures, created by fitting the FF Hessian to a quantum mechanically derived Hessian. 

These FFs are then used to construct a TS FF, which is employed for the calculation of 

the initial TS guess. Subsequent saddle-point optimization of this guess geometry by 

DFT leads to obtaining the correct transition state in 80% of the cases of a well-

established benchmark set [1]. The presented approach may be a very efficient 

alternative to more elaborate path optimization techniques as the growing string [2] or 

the nudged elastic band [3] method. 

 

 

 

 

[1] Zimmerman, P. Journal of Chemical Theory and Computation, 2013, 9, 3043–3050.  

[2] Zimmerman, P. The Journal of Chemical Physics, 2013, 138. 

[3] Ásgeirsson, V.; Birgisson, B. O.; Bjornsson, R.; Becker, U.; Neese, F.; Riplinger, C.; 

Jónsson, H. Journal of Chemical Theory and Computation, 2021, 17, 4929–4945. 
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Stratum Corneum Permeation 
 

R Thomas, DE, P R Prabhakar, US, DJ. Tobias, US, M von Domaros, DE 
 

Rinto Thomas, Philipps University Marburg, Hans-Meerwein-Straße, 435032 DE 
 

Human skin is a complex, multilayered organ of millimeter thickness. Its barrier function 

resides almost completely in the topmost layer, the stratum corneum (SC).[1] This 

barrier against the permeation of chemicals in SC lipid matrix is investigated by 

employing atomistic, force-field-based molecular dynamics (MD) simulations. 

We carried out our study on the short periodicity phase (SPP)[2] of the SC lipid bilayer 

and also compared our results with “simple” 1-palmitoyl-2-oleoyl-sn-glycero-3-

phosphocholine (POPC) membrane. As conventional MD simulations cannot sample 

permeation through lipid bilayers due to high free energy barriers, we employ a range 

of enhanced sampling techniques, including umbrella sampling, metadynamics and 

adaptive biasing force calculations. Nevertheless, extensive sampling on microsecond 

timescales is necessary to converge potentials of mean force in all of these techniques. 

We present various structural and dynamical metrics which show that SC membranes 

are much more solid-like than the commonly studied, fluid-like POPC membranes, 

necessitating long time scale sampling. Extensive sampling also reveals slow 

dynamical changes in the membrane structure due to flipping of lipids which leads to 

long-living asymmetries. All these challenges make simulating SC membranes much 

harder than common fluid-like systems. We demonstrate how these methodological 

differences impact permeabilities. 

 

Literature: 

[1] Z. Nemes, P. M. Steinert. Exp. Mol. Med. 31, 1999, 5–19. [2] Eric Wang, Jeffery B. 

Klauda J. Phys. Chem. B 2018, 122, 50, 11996–12008.  
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Hybrid Fermion-to-Qubit Encodings

F.J. del Arco Santos, Augsburg /DE

 Francisco Javier del Arco Santos, Ausgburg Universität, Eichleitnerstraße 30, 86159 

One  of  the  most  popular  algorithms  for  nowadays  Quantum  Computers  is  the
Variational Quantum Eigensolver (VQE), which aims to approximate a Hamiltonian’s
ground state.  In  this  algorithm,  an  initial  guess is  built  whose expectation  value  is
measured.  Then,  the  guess  is  optimized  through  a  classical  computer  until
convergence.  Constructing  efficient  quantum  circuits  that  accurately  represent  the
target state is crucial for a good result and in order to minimize the VQE iterations.
Different homomorphisms exist to encode the molecular electronic information into the
qubits.  Most  of  them  relate  each  electron  with  one  qubit  and  deal  with  the  anti-
symmetry  in  the  operations.  However,  other  methods  exist  which  approximate  the
system pairing all  the electrons in bosonic quasi-particles. In practice, it  consists of
encoding electron pairs into qubits and allowing only those operations that respect this
all-paired orbital occupancy.

In this work, a hybrid encoding has been developed which allows splitting the Fock
space  into  two  subspaces,  one  fully  Fermionic  and  one  Quasi-Bosonic.  For  this
purpose, the Molecular Hamiltonian is split  into three parts; a fully fermionic, a fully
Bosonic,  and  an  interaction  Hamiltonian  between  both  subspaces.  An  immediate
consequence is  Hamiltonian  simplification  since part  of  the  operators  are  reduced,
driving to fewer operator strings. On the other hand, some improvement take place
when compiling the circuits. Other improvements rely on the qubit reduction due to the
Bosonic  subspace,  and  a  decrease  in  the  amount  of  orbitals  subject  to  the  anti-
symmetry,  reducing  the  computational  cost  of  the  remaining  Fermionic  operations.
Moreover,  the  main  advantage  relies  on  the  electron  excitations  between  the  two
subspaces. Not all  of them will  be allowed, but for those that they are, they will  be
compiled into significantly shorter circuits. For example, a semi-paired excitation (two
electrons paired excited to different orbitals) will be compiled into a circuit half as deep. 

This will open the door to a new type of chemically designed ansatzes for nowadays
Quantum  Computers  with  a  better  balance  between  molecular  description  and
computational resources. Where each subspace could be adapted to the problem of
study based on chemical intuition or estimated through algorithms. 
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Integrating Hückel and PPP-Model Hamiltonians with pCCD Approaches in 

PyBEST

Z. Karimi, Toruń/PL, S. Ahmadkhani, Toruń/PL, P. Tecmer, Toruń/PL

Zahra Karimi, Nicolaus Copernicus University, Toruń, 87-100 Toruń/PL

In quantum chemistry, theoretical models are crucial for understanding electronic 

structures and molecular behaviour. The Hückel model, introduced by Erich Hückel in 

1931 [1], offers a simplified method to estimate molecular orbital energies by focusing 

on π-electrons in conjugated systems. The Pariser-Parr-Pople (PPP) model, developed 

in the early 1950s [1], extends this concept by incorporating electron-electron 

interactions for a more comprehensive understanding of molecular electronic structures 

[2].

This study provides a detailed analysis of both model Hamiltonians, utilising advanced 

software tools and modern quantum chemistry methods to study the electronic 

structure and properties of large conjugated systems available in the PyBEST software 

package [3,4]. Specifically, we focus on pCCD-based methods for modeling 

prototypical organic molecules. [5,6].  
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Giessen/DE 
 
The development of new, efficient, and sustainable light sources for a variety of applications 
is an ongoing process, in which the light emitting or light converting materials range from 
classic inorganic phosphors and semiconductors for LED applications and their organic 
equivalents to a plethora of different molecular phosphors. 
 
Organic chemical compounds consisting of substituted adamantanes (AdR4) were shown to 
exhibit a nonlinear optical response, which depends on the degree of ordering of the solid 
compound. [1,2] In particular, AdPh4 exhibits white-light generation in the amorphous state 
and second-harmonic generation in the crystalline one. Furthermore, the nonlinear optical 
properties of adamantane-based materials strongly depend on the organic groups R bonded 
to the cluster core. [2] Despite the rich experimental findings on the structural and optical 
properties of these compounds, the mechanism of the nonlinear response is not fully 
understood.  
 
In the present contribution, the electronic structure features of a series of isolated molecules 
consisting of an adamantane core and common organic substituents are systematically 
studied with the use of various DFT and ab initio methods. The calculated descriptors 
(ionization potential, electron affinity, fundamental and optical gaps, etc.) are analyzed in 
order to find a correlation with nonlinear optical properties of corresponding chemical 
systems available from experiment. The design of novel adamantane-based materials 
exhibiting nonlinear optical response is discussed from the perspective of performed 
electronic structure calculations. [3] 
 
The work was supported by DFG within the framework of FOR2824. 
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Excited State Dipole Moments from ∆SCF: A Benchmark

Lukas Paetow, Johannes Neugebauer

University of Münster, Organisch-Chemisches Institut and Center for Multiscale Theory

and Computation, Corrensstr. 36, 48149 Münster, Germany

Oriented external electric fields can be used to modify the relative energies of excited

states and their properties[1], which can be exploited to tune the photophysics/photochemistry

of molecules[2]. Information about the charge distribution in a given excited state is im-

portant for this, and one way of expressing the charge distribution in an approximate and

concise manner is the excited state dipole moment µExc. While the ground-state dipole

moment µGS can be calculated quite accurately with hybrid DFT (5-10% MAE, PBE0)[3],

time-dependent density functional theory (TDDFT) has been found to only be captured

with sizeable errors (60%)[4] in terms of µExc. Recently, ∆SCF methods have gained

renewed attention as a way to access excited states as an alternative to TDDFT, as they

offer access to the electronic structure in a more straightforward way,[5,6] as ground-state

methods for calculating molecular properties are available.

Here, we investigate excited-state dipole moments of small to medium-sized molecules

using ∆SCF methods and compare them to reference data from the literature as well as

TDDFT and wave-function-based calculations.[4,7,8] We focus on HOMO-LUMO excitations

which can be converged comparatively easily with ∆SCF as well as double excitations.

The latter are available from ∆SCF calculations, in contrast to TDDFT calculations.
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The development of transition metal-catalyzed cross-coupling reactions has been a 
significant advancement in organic chemistry, primarily due to their crucial role in 
facilitating the construction of carbon-carbon and carbon-heteroatom bonds. The 
determination of reaction yields, a crucial aspect of chemical research, has 
historically relied on experimental procedures. However, the integration of advanced 
machine learning techniques has revolutionized this field, streamlining and enhancing 
the process of evaluating reaction outcomes. 
Constructing an accurate predictive model for reaction yields that can be applied 
across diverse categories of cross-coupling reactions remains a formidable challenge. 
However, this study has meticulously curated an extensive dataset encompassing a 
wide range of yields of cross-coupling reactions catalyzed by transition metals, 
achieved through rigorous literature mining efforts. This research employed 
regression analysis, utilizing various feature engineering techniques. Among them, 
the DRFP featurized Random Forest model with hyper parameter tuning achieved an 
R-squared value of 0.79. By releasing an open-access dataset comprising cross-
coupling reactions catalyzed by transition metals, this study is expected to make a 
significant contribution to the advancement of predictive modelling for sustainable 
transition metal catalysis, thereby shaping the future direction of synthetic chemistry. 
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Hans-Meerwein-Str. 4, 35032 Marburg, Germany

In conventional quantum chemistry, the equilibrium structure of a molecule is found by

minimising the total energy of the system with respect to the positions of the atoms. This

energy is derived from an electronic Hamiltonian containing only electromagnetic inter-

actions and the kinetic energies of the electrons. If one moves to a relativistic description

and takes into account the electroweak interactions between electrons and nuclei, in the

case of chiral molecules, the equilibrium structure found using the previous method is

no longer correct. However, as the effects are small, the electroweak interactions only

slightly distort the molecule and the structural change can be predicted using the gradient

of the parity-violating potential. The beauty of this geometrical perturbation lies in the fact

that changing the atomic positions leads to a change in the moment of inertia tensor, and

therefore in the rotational constants of chiral molecules. The effects are opposite in the

left- and the right-handed molecule [1] and the differences can, at least in principle, be

measured by means of rotational spectroscopy. We aim at the detection of such shifts in

molecules containing heavy atoms, like Bismuth, in which the perturbation is promisingly

large. Shifts of rotational constants induced by the weak interaction energy (also called

parity-violating potential) were already obtained for other molecules in earlier works [2,3].

In this study, we attempt the prediction of changes in the rotational constants of a se-

lection of chiral molecules containing Bismuth, taking into account also the vibrationally

averaged equilibrium structure. A prerequisite for such calculations is the knowledge of

the gradient of the parity-violating potential, which is analytically available [3] and already

implemented in our research group.

[1] R. Berger, J. Stohner, Wiley Interdiscip. Rev. Comput. Mol. Sci. (2019), 9, e1396

[2] N. Sahu, K. Gaul, A. Wilm, M. Schnell, R. Berger, arXiv:2303.08263 (2023)

[3] S. A. Brück, N. Sahu, K. Gaul, R. Berger, J. Chem. Phys. (2023), 158, 194109
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Automated reaction discovery is an upcoming field in computational and theoretical 
chemistry, which can e.g. use ab initio molecular dynamics (AIMD). It allows the 
determination of different reaction pathways starting from a defined molecular system to 
build a reaction network. However, MD by its nature is a short-time method, so reaction-
enhancing techniques need to be used to facilitate rare events and speeding up reaction 
discovery. Various approaches have already been developed to accelerate MD, such as 
nanoreactor molecular dynamics, which uses external forces in order to enhance 
chemical reactivity.1 In this work, we use this method to investigate the degradation of 
polyethylene, polypropylene, and mainly polystyrene. These synthetic polyolefinic 
plastics constitute a substantial portion of the global plastic waste, necessitating the 
development of effective recycling process, such as depolymerization into monomers 
and small molecules. Experimentally, this process can be achieved using a ball-
millreactor.2 To ease and enhance experimental investigations, a combination of AIMD 
simulations and kinetic modeling is employed to elucidate the degradation process. AIMD 
simulations contribute to the discovery of novel reactions, while kinetic modeling is 
instrumental in identifying the most efficient degradation pathways. During the 
simulations for polystyrene, numerous molecules and reactions were identified, 
corroborated by existing literature.3 The primary reaction of significance involves the 
depolymerization of the polymer chain into styrene monomers. Additionally, the presence 
of oxygen molecules led to an experimentally observed oxygen attack on the polymer 
chain. Further depolymerization led to the formation of molecules observed in the 
simulation, including styrene, benzaldehyde, acetophenone, ethylbenzene, and cumene. 
These molecules can subsequently undergo repolymerization to form new plastics or 
other materials such as fuels, styrene monomers, or pharmaceuticals. 
 
[1] L. Wang, et al., Nat. Chem., 2014, 6, 1044-1048.  
[2] I. Vollmer, et al., Angew. Chem., 2020, 59, 36, 15402-15423.  
[3] Y. Chang, et al., ACS Sustain. Chem. Eng., 2024, 12, 1, 178-191.  
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Chemical bonds are one of the most important heuristic concepts in chemistry and are 
often used for explaining reactivity. For this purpose, the bonds are mostly given a 
character like ionic, covalent, metallic, etc. Most chemical bonds have a mixed charac-
ter, whereby this is not observable. Because of that model methods like Energy De-
composition Analysis (EDA) are needed for the analysis of bonds. EDA methods split 
up the bonding energy into different parts, which corresponds to chemical concepts like 
electrostatic, Pauli repulsion, and orbital interaction. By comparing the sizes of this dif-
ferent parts, the bonding character can be determined. But most EDA schemes are 
only for the ground state. Excited states are also interesting because photochemistry is 
a large research field. Thereby light is used as a reagent. In the excited states, the mo-
lecules change properties like structures, higher energy, and occupation of antibonding 
orbitals. Because of that reactions are possible, which does not work in the ground 
state. For a better understanding of such reactions, EDA for the excited state would be 
useful. Up to now only the Absolute Localized MO(ALMO)-EDA[1] and General Kohn 
Sham (GKS) EDA[2] scheme can be used for excited states. 
Our Idea is now to combine the Morokuma-Ziegler-EDA scheme[3,4,5] with linear 
response TDDFT. The advantage of Morokuma-Ziegler EDA over both is that other 
aspects are analyzed due to the different decomposition of bonding energy. The basic 
idea of this new method is to calculate the excitation energy for the different 
intermediate states. For this purpose, their excitation matrix is determined. The method 
uses two variants for the calculation of excitation. First, the eigenvalue problem of the 
excitation matrix is solved by Davidson approach. The other variant determines the 
matrix-vector product of this matrix and the excitation vector of fragments. 
This method is implemented in ADF. As testing system exciplexes are used, since in 
these only a fragment is excited. The excitation of one fragment leads to a bond with 
the other fragment. So there is no question of splitting the excitation. After testing the 
new method was applied to oligomers of pentacene due to their Singlet fission 
properties. In singlet fission, a monomer goes into an excited singlet state. This 
interacts with others, resulting in two triplets coupled with one another to form a singlet. 
These can then decouple. The advantage of this excitation is that it is spin allow but de-
excitation spin forbitten. This means that such a system could be used for more 
effective charge separation in solar cells. We aimed to use the new method to 
understand the interaction of the excited momomer with the others and to gain an 
insight into the mechanism. 
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How (Not) to Cage an Electron within a Molecular System
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Andreas Riedmiller, University of Münster, Organisch-Chemisches Institut and Center

for Multiscale Theory and Computation, Corrensstr. 36, 48149 Münster

The notion of a (molecular) electron cage was coined for the unique hosting capacity of

perfluorocubane[1], suggesting the encapsulation of an electron within the highly sym-

metric molecular framework. Extensions to this occurrence of the perfluoro cage effect

(PCE)[2] have been found in a variety of different cage structures, showing a remarkable

transferability within the chemical subspace of prismanes and fullerens. Our investiga-

tion of the electronic structure within the molecular cage of perfluorocubane does not

support the hypothesis of an caged electron as the common cause of the unique elec-

tron affinity characteristic for the PCE. Instead, we observed a central confining nodal

surface within the spin density for perfluorocubane as well as any other radical anions of

the aforementioned chemical subspace. The association of the spin density to the singly

occupied molecular orbital (SOMO) of a corresponding Kohn-Sham reference system, by

potential reconstruction, enables us to construct a quantitative single-particle model that

captures analytically the main tendencies of the symmetry and size dependence on the

electron affinity. The derivation is solely based on the nodal variational principle[3] and

thereby explains the effectiveness of a confined particle model for the PCE without any

reference to an caged electron. The demonstration of the complementarity between the

hosting mechanisms in PCE systems and color centers of alkali halid clusters as well as

silsesquioxane radical anions, provides further evidence for the uniqueness of the PCE

systems.
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Dr. Aman Jindal, Lehrstuhl für Theoretische Chemie, 
Ruhr-Universität Bochum, 44780 Bochum/DE

A clear  picture  of  the local  solvation  structure  around halide  anions in  liquid  water
remains elusive. This discussion has been stimulated by pioneering simulation results
that proposed a “hydrophobic cavity” around anions in the bulk, which is analogous to
air at the air-water interface. However, there is also sound experimental and theoretical
evidence that halide ions are rather symmetrically solvated in the bulk, leading to a
different  viewpoint.  Using  extensive  ab initio  molecular  dynamics  simulations  of  an
aqueous Cl-  solution, we indeed find an anisotropic arrangement of H-bonded versus
interstitial water molecules. The latter are not H-bonded to the anions and thus do not
couple much electronically to Cl-. The resulting purely electronic anisotropy of the local
solvation environment correlates with that structural anisotropy, which however should
not be understood as an empty cavity–as it  would be at the air-water interface–but
rather contains interstitial water molecules.[1]
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The ultrafast dynamics found within water monolayers confined in narrow slit pores has
broad  implications  from  physics  to  biology  to  technology.  Here,  the  molecular
mechanism underlying ultrafast diffusion in monolayer water is found to be strikingly
different  from that  of  both,  bulk  and  interfacial  water.  The  significant  population  of
dangling (or free) O-H bonds pointing toward the two walls, caused by the geometric
restriction due to such extreme confinement, leads to topopogical frustration within the
residual H-bond network of the monolayer. This provides a novel, ultrafast channel for
diffusion  of  water  molecules  based  on  instantaneous  kicks  due  to  dangling  bonds
dynamics, while residing in a stable H-bonded solvation shell, thus without exchanging
any such H-bonded partners by large angular jumps as required in bulk or interfacial
water.
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Structural Analysis and Raman Characterization

R  .   Kiani  ,   Halle (Saale)/DE  
D. Sebastiani, Halle (Saale)/DE, P. Partovi-Azar, Halle (Saale)/DE

Rana Kiani, Martin Luther University Halle-Wittenberg, 
Von-Danckelmann-Platz 4, 06120 Halle (Saale), Germany

The optimization of lithium-sulfur batteries highly depends on the exploration of novel
cathode materials. Here we focuse on the development of sulfur/carbon co-polymers as
a promising class of cathodes to replace crystalline sulfur. These co-polymers offer a
flexible atomic structure and a potential for high reversible capacity. In particular, we
dive  into  the  investigation  of  poly(sulfur-n-1,3-diisopropenylbenzene),  (S/DIB).  Our
exploration begins with a comprehensive analysis of the atomic structure of sulfur-n-
1,3-diisopropenylbenzene  co-polymers,  using  density-functional  theory  calculations.
The primary goal was understanding the local structural properties, with a focus on
identifying the optimal sulfur chain length (S  with  = 1 · · · 8) bridging two DIB units.� �

Our findings reveal a preference for shorter sulfur chains   4 in DIB-S  -DIB co-� ∼ �

polymers.  Subsequently,  we  complement  our  findings  with  ab  initio  Raman
spectroscopy  simulations  and  experimental  Raman  measurements.  This  combined
approach facilitates the identification and characterization of various sulfur/carbon co-
polymers  with  distinct  sulfur  contents.  We  demonstrate  that  S/DIB  co-polymers
featuring short and long sulfur chains exhibit distinguishable Raman activity in the 400-
500 cm−1 range, providing crucial insights into their structural composition. Significantly,
the  results  presented  herein  apply  to  the  fully  charged  state  of  the  cathode.
Furthermore, we extend our investigation to explain the discharge state of the battery,
focusing on the transformation of sulfur co-polymer cathode materials upon lithiation.
Specifically, we explore how sulfur chains evolve during lithiation and perform the same
ab initio Raman spectroscopy methodology for their characterization.
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Extensions of auxiliary function ansatz for quantum-inspired simulation of
non-Condon effects

Oliver Kreuz, DE, Joonsuk Huh, KR, Robert Berger, DE

Oliver Kreuz, Fachbereich Chemie, Philipps-Universität Marburg, Hans-Meerwein-
Straße 4, D-35032 Marburg, Germany

Vibronic  transition  profiles  of  molecules  with  high-symmetry  often  cannot  be  fully 
assigned within the first-order  Herzberg-Teller  approximation,  thus necessitating the 
inclusion  of  second  order  terms.  A  recently  derived  scheme  employing  auxiliary 
functions approximates the non-unitary transition dipole moment operator as a linear 
combination  of  Gaussian  operators  [Jnane.  et  al.  ACS Photonics  8,  2007  (2021)]. 
However,  an extension to simulate finite-temperature effects is  missing.  Herein,  we 
provide  this  extension,  and  also  modify  the  scheme  such  that  not  only  transition 
probabilities but also amplitudes can be extracted. We apply our developments to the 
simulation of selected molecular systems.
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ωB97M-3c: A small basis composite DFT method for
the computation of large systems

B. Bädorf, Bonn DE, M. Müller, Bonn DE, T. Froitzheim, Bonn DE, 

S. Grimme, Bonn DE

Mulliken Center for Theoretical Chemistry, Clausius Institute for Physical
and Theoretical Chemistry,  University of Bonn, Beringstr. 4, 53115 Bonn,

Germany

We introduce a  new  “-3c”  composite density functional (DFT) method
called ωB97M-3c. Almost 10 years after the release of the first 3c method

(HF-3c [1]), we are circling back to the application of a small basis set for
a substantial speed-up in computation time.  The method is based on the

popular ωB97M-V range-separated hybrid density functional [2] together
with  a  fitted  D4  dispersion  correction  [3]  and  an adaptive  polarized

minimal basis set, which has been specially optimized in molecular DFT
calculations [4]. The savings in expensive polarisation functions must be

compensated for  the appropriate  description of the  anisotropic electron
density  distribution,  which  is  why  we  employ  the  idea  of  atomic

correction  potentials  (ACP)  as  proposed  by  DiLabio  [5].  These  one-
electron potentials are very cheap to compute and can be readily used like

regular effective core potentials (ECP). With this new method, we make
the computation of supramolecular complexes and proteins up to 2000

atoms routinely possible at the range-separted hybrid DFT level. 

[1]: R. Sure, S. Grimme, J. Comput. Chem. 2013, 34,  1672–1685
[2]: M. Narbe, M. Head-Gordon, Phys. Chem. Chem. Phys. 2014, 16.21, 9904-9924.

[3]: E. Caldeweyher, et al., J. Chem. Phys. 2019, 150.15, 154122
[4]: M. Müller, A. Hansen, S. Grimme,  J. Chem. Phys. 2019, 159, 164108 

[5]: V. K. Prasad, A. Otero-de-la-Roza, G. A. DiLabio,  J. Chem. Theory Comput. 2018,
14, 2, 726–738
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Chirality Signatures in Linear Combinations of Hydrogenic Wave Functions

S  .   M. Giesen  ,   Marburg  /  DE  , S. Aull, Kassel/DE,
 K. Singer, Kassel/DE, R. Berger, Marburg/DE

Steffen M. Giesen, Philipps-Universität Marburg, Hans-Meerwein-Str. 4, 35043 
Marburg/DE

Chirality in  chemistry  is  often  intuitively  connected  to  the  three-dimensional  spatial 
distribution of nuclei in molecules, seen in a molecule-fixed coordinate system.
We investigate the signatures of chirality in a strongly reduced representation of a chiral 
system, specifically  in  linear  combinations of  hydrogenic functions [1,2], since such 
single-center  expansions  are  able  to  represent  also chiral  distributions of,  e.g., 
electrons,  depending  on  the  choice  of quantum  numbers  and  coefficients  in  the 
expansion.
We show which minimal linear combinations are chiral—and for which aspect  of the 
system,  i.e.  wave  function,  probability  density  or probability  current  density—and 
explain simple rules for the identification and construction of such chiral systems.
It then becomes evident  that the  molecule-fixed perspective, while intuitive, does  not 
always present the most sensible approach to chirality, especially when the system is 
rotationally averaged in the laboratory-centered perspective.
We  discuss  parity-odd,  time-even  properties  of  this  model  system  [3]  and  their 
dependence on the selection of quantum numbers, including spin. This fundamental 
approach to chirality of linear combinations of hydrogenic wave functions not only
furthers the understanding of  chirality  in molecules,  but  is  also a natural  model  for 
Rydberg states, especially in atoms.

Literature:

[1] I. B. Zel’Dovich, Sov. Phys. JETP6, 1958,1184.
[2] A. F. Ordonez and O. Smirnova, Phys. Rev. A99, 2019, 043416.
[3] P. G. H. Sandars, Phys. Scr., 1993, 16, 46.
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Quantum chemical calculation of mass spectra via automated transition state
search

J. Gorges  , Bonn/DE  , S. Grimme, Bonn/DE

Mulliken Center for Theoretical Chemistry, Clausius Institute for Physical and
Theoretical Chemistry, University of Bonn, Beringstr. 4, 53115 Bonn/DE

Mass spectrometry is a powerful analytical tool used in many areas of chemistry such 
as metabolomics, drug discovery, and environmental sciences. Due to the enormous 
complexity of the many possible fragmentation pathways, the annotation of spectral 
peaks, even for small molecules, is very complex and in many cases unsuccessful. In 
this context, mass spectra predicted by quantum chemistry can help to elucidate 
unusual or unknown fragmentation pathways. To this end, a new method called 
"QCxMS2" for the routine calculation of EI mass spectra is presented as a successor to
the established QCxMS program. [1], [2] The QCxMS2 workflow is based on the 
automatic generation of possible fragmentation pathways and the calculation of the 
corresponding reaction barriers using efficient quantum mechanical methods. 
According to transition state theory, the mass spectrum is calculated from the relative 
rates of the fragmentation reactions. Subsequent fragmentations via cascade reactions 
and ion tracking according to the ionization potential obtained from ΔSCF calculations 
were adopted from the QCxMS method. Compared to the old approach, based on 
extensive sampling via molecular dynamics simulations, for which only approximate
semiempirical quantum mechanical methods are feasible, in QCxMS2, the reaction 
barriers can be systematically improved at the density functional theory level. This 
enables the calculation of mass spectra with unprecedented accuracy at reasonable 
computational costs. For a test set of 14 small to medium-sized organic and inorganic 
main group molecules (10 to 24 atoms), the computed spectra using ωB97X-3c 
barriers on GFN2-xTB geometries yield a good average entropy similarity score of 0.71
compared to experimental spectra.

References:

[1] S. Grimme,  Angew. Chem. Int. Ed., 2013, 52, 6306-6312.
[2] J. Koopman, S. Grimme, J. Am. Soc. Mass Spectrom. 2021, 32, 1735–1751.
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Achieving Pressure Consistency in Mechanochemical Simulations of Chemical
Reactions Under Pressure

J. Bentrup, Bremen/DE, R. Weiß Bremen/DE, F. Zeller, Bremen/DE, T. Neudecker
Bremen/DE

Jonas Bentrup, University of Bremen, Institute for Physical and Theoretical Chemistry,
Leobener Straße 6, D-28359 Bremen, Germany

The development of computational methods capable of simulating molecules under pres-
sure is a very important yet challenging task, as pressure plays a significant role in to-
day’s chemistry. The extended hydrostatic compression force field (X-HCFF) as well as
the extreme pressure polarization continuum model (XP-PCM), the gaussians on surface
tesserae simulate hydrostatic pressure (GOSTSHYP), the hydrostatic compression force
field (HCFF), and the generalized force-modified potential energy surface (G-FMPES)
can be summarized as a group of electronic structure methods capable of simulating the
effects of pressure on a target system. These methods allow the investigation of changes
in chemical bonds, vibrational frequencies and absorption properties as well as the inves-
tigation of chemical reactions and spin crossover processes induced by pressure.1

Within this group of methods X-HCFF is a mechanochemical approach, in which a cav-
ity is used to exert pressure on a target system.2 This cavity is set up to represent the
Van-der-Waals (VDW) surface of the system by joining spheres sized according to the
respective atomic VDW radii. The pressure is applied in the form of forces acting per-
pendicular to this cavity, ensuring a hydrostatic exertion of pressure. Optionally, the size
of the cavity can be scaled using a scaling factor. This is important as the surrounding
medium inducing the pressure generally is at a distance greater than the VDW radii of
the system’s atoms.3 We have observed that the scaling factor can influence the results
of calculations in X-HCFF, e.g. the critical pressure required to make a chemical reac-
tion barrier-free and this dependency is undesirable for the method. To counteract this
effect, we have developed a rescaling formalism for the forces applied, allowing us to
greatly decrease the scaling factor dependency of the pressure. This formalism reduces
the empiricism of the X-HCFF approach and boosts its predictive power.

References

(1) Zeller, F.; Hsieh, C.-M.; Dononelli, W.; Neudecker, T. Wiley Interdiscip. Rev. Comput.
Mol. Sci. 2024, 14, e1708, DOI: 10.1002/wcms.1708.

(2) Stauch, T. J. Chem. Phys. 2020, 153, 134503, DOI: 10.1063/5.0024671.
(3) Tomasi, J.; Mennucci, B.; Cammi, R. Chem. Rev. 2005, 105, 2999–3094, DOI: 10.
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Automatized Eigensolver for General One-body Potentials 

 
Thuy Truong, Augsburg, Germany 

 
Thuy Truong, University of Augsburg, Universitätsstraße 2, 86159 Augsburg, Germany 
 
With quantum dots being a popular research topic following the 2023 Nobel Prize in 
Chemistry, the need to solve the Schrödinger equation for quantum dots has become 
increasingly important. Due to the variety of shapes and sizes of quantum dots, the 
potential is often complex and highly dependent on their properties. With this variety, it 
is difficult to find a sparse set of basis functions that can efficiently represent all 
quantum dots. For this reason, an adaptive real-space approach based on 
multiwavelets is used. This allows the dynamic generation of basis functions based on 
the given potential of the quantum dot. A method for the automatic generation of 
system-adapted initial guesses is developed and integrated into the automatized 
eigensolver for general one-body potentials. This automatized eigensolver is written 
using MADNESS, which ensures a high level of performance and accuracy. 
 
 

 
Figure 1 Visualization of a double-well potential and its eigenfunctions at different energy levels 
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Non-adiabatic Molecular Dynamics Simulation of Charge Transfer in Organic 
Semiconductors Using Trajectory Surface Hopping Approach 

 
S. Garg, Karlsruhe/DE 

 
Karlsruhe Institute of Technology, Kaiserstraße 12, 76131 Karlsruhe, Germany 

 
In recent years, trajectory surface hopping methods have become increasingly popular 
for studying charge and exciton transport in organic semiconductors (OSCs). Our study 
focuses on investigation of the charge transport in different class of OSCs using non-
adiabatic molecular dynamics simulation methods, particularly on the performance of 
the Fewest Switches Surface Hopping (FSSH) framework. Additionally, we utilize a 
fragment orbital approach to model the charge transfer Hamiltonian where, Density 
Functional Tight Binding (DFTB) method used to estimate the Hamiltonian elements. It 
has been shown that, DFTB is 2-3 orders of magnitude faster than Density functional 
Theory (DFT) method[1]. We have computed the charge mobilities of different OSCs 
with a specific focus on halogenated tetraazaperopyrenes (TAPPs). In TAPPs we 
examined the effect of halogen groups on the charge transport properties. Furthermore, 
we are modeling OSCs as thin films in polycrystalline phases to analyze the influence 
of grain boundaries on mobility compared to intrinsic values. Through our 
comprehensive analysis, we contribute to the identification of efficient methods for 
calculating charge transport mobilities in OSCs, providing valuable insights for 
advancing the field of organic semiconductor research. 
 
Literature: 

[1] Ziogos, O.; Kubas, A.; Futera, Z.; Xie, W.; Elstner, M.; Blumberger, J. HAB79: A new 
molecular dataset for benchmarking DFT and DFTB electronic couplings against high-
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COOX: A Constraint-Based Orbital-Optimized Excited State Method for Valence 
and Core Excitations

Y. Lemke, Munich/DE, J. Kussmann, Munich/DE, C. Ochsenfeld, Munich/DE

Yannick Lemke, Ludwig-Maximilians-Universität München, Department of Chemistry, 
Butenandtstr. 5–13, 81377 Munich/DE

The quantum-chemical description of electronically excited states is an indispensable 
tool  in the natural  sciences. Predictions of  vertical  excitation energies,  excited-state 
properties, and potential energy surfaces – often by means of linear-response time-
dependent  density  functional  theory  (LR-TDDFT)  –  are  routinely  used  to  aid  the 
interpretation  of  experimental  spectra  and  to  further  the  understanding  of  photo-
induced reaction mechanisms. The need to overcome some of the central limitations of 
LR-TDDFT  has  sparked  a  resurgence  of  orbital-optimized  excited-state  methods, 
including constrained DFT (cDFT) approaches [1]. Recent advancements in the form of 
"excited cDFT" (x-cDFT) [2] and "transition-based cDFT" (t-cDFT) [3] have been used 
to extend the scope of cDFT, but are subject to some limitations of their own regarding 
the types of attainable states and physical correctness of excited-state properties.

We herein present COOX [4], a new constraint-based orbital-optimized excited-state 
method which aims to facilitate the accurate description of arbitrary excited states with 
physically  sound excited-state properties within the framework of  cDFT. Our COOX 
method uses a single constraint in the form of a projector onto the static part of the LR-
TDDFT  difference  density  and  is  shown  to  provide  properties  such  as  difference 
densities  and  excited-state  forces  that  are  in  good  agreement  with  higher-level 
methods, particularly including states with significant double-excitation character, while 
retaining similar levels of accuracy as existing orbital-optimized methods for vertical 
excitation  energies.  The  adherence  to  an  Aufbau  principle  further  allows  for  the 
straightforward inclusion of post-SCF correlation methods such as the direct random 
phase approximation or the derived σ-functionals [5], which we illustrate through an 
application to the  cis/trans-isomerization of azobenzene. A simple modification of the 
COOX constraint also enables the variational computation of core-excited states with 
substantially improved algorithmic robustness compared to the popular ΔSCF method 
and mean errors well below 1 eV, thereby facilitating the simulation of near-edge X-ray 
absorption spectra without the need for manual alignment to experimental data [6].

We  therefore  expect  COOX  to  be  widely  applicable  for  the  targeted  variational 
computation of arbitrary excited states as well as for non-adiabatic molecular dynamics.

Literature:
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An Automated Reaction Discovery Approach via New Atomic 
Frontier Orbital Features   

Y.Chen, Aachen/DE, C.Bannwarth, Aachen/DE 
Ying Chen, RWTH Aachen University, Melatener Str. 20, 52074 Aachen 

 

Exploring a complete reaction network based on known chemical mechanisms or 

experimental results requires enormous manual work. Various algorithms have 

been developed to facilitate the effort and predict reaction paths. [1,2] The Key step 

of automated reaction discovery lies in identifying many potentially important 

elementary reactions without human interference. Considering the localized nature 

of chemical reactions, we have developed atomistic reactive descriptions from 

semiempirical electronic structure theory. In addition, a complete reaction simulation 

algorithm is proposed: For each predicted elementary step, the reaction coordinate 

is constructed incorporating steric hindrance and buried volume. Subsequently, 

newly generated structures are screened to identify those that are thermo-

dynamically accessible and then enable undergo a new elementary reaction search. 

To maintain low computational costs, both reaction site prediction and reaction 

simulations are conducted at the semiempirical tight-binding level [3], with structural 

and energetic corrections applied using low-cost density functional theory (DFT) 

methods [4]. The performance of this algorithm is demonstrated for different known 

reactions, some of which are difficult to describe using, e.g., well-established Fukui 

functions. 
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Ab-Initio Simulation of Photoreactions 
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Callinstraße 3A, 30167 Hannover 

 
The study of chemical systems and their reactions through molecular dynamics 
simulations is gaining growing interest. Ab-initio molecular dynamics (AIMD) involves 
describing the motion of the nuclei using classical Newtonian mechanics while treating 
the electron cloud quantum mechanically via density functional theory. This approach 
was pioneered by Roberto Car and Michele Parrinello with the development of the Car- 
Parrinello Molecular Dynamics (CPMD) program. Simulating photoreactions, which 
involve excited states, presents a significant challenge compared to ground-state 
simulations. Here, we combine restricted open-shell Kohn-Sham theory with AIMD to 
simulate photochemical reactions. Our method successfully confirms a textbook 
principle for photochemically induced halide substitution of aromatic compounds: For 
the example of chlorine and toluene, we observe homolytic bond scission and show 
that the reaction takes place on the side chain of the aromatic system. Photochemical 
reactions are also used in the synthesis of silver nanoparticles. One method is the 
photochemical reduction of trisilver citrate. Our simulations of the photochemical 
reduction of silver citrate help us to expand our understanding of nanoparticle formation 
at the atomic scale.  
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Karlsruhe, D. Schooss, Karlsruhe, K. Fink, Karlsruhe 

 

Siddhi Gojare, Karlsruhe Institute of Technology (KIT), Hermann-von-Helmholtz-
Platz 1, 76344, Karlsruhe 

 

Heterogeneous catalysts 
consisting of Pt-nanoclusters 
supported on metal oxide 
surface exhibit quite 
versatile catalytic properties 
and are widely applied in 

automotive catalytic converters, in catalytic oxidation and reduction reactions, 
and for emission control [1]. Such nanoclusters have high catalytic activity and 
show diversity in a small energy range. A thorough study of the gas-phase cluster 
structure is needed to understand the underlying mechanisms of the surface 
reactions. In the current study, we combined trapped ion diffraction spectroscopy 
with density functional theory to analyze the effect of hydrogen on Ptn- structures 
in the gas phase. Clusters ranging from Pt6H12- to Pt13H26- were studied. The 
results showed that spin-orbit coupling influences the structures and the 
energetic ordering of the isomers. Among all the clusters, Pt12H24- exhibits unique 
properties [2]. One of its isomers possesses a cuboctahedral cage structure 
which is stable irrespective of the low coordination number of the Pt atoms. The 
structural analysis of such a structure revealed that bridge-bound hydrogen 
atoms stabilize the structure through strong interactions with the neighbouring Pt 
atoms by multi-center bonds resulting in higher charge transfer and thus high 
binding energy. The electronic effects show the presence of all-metal aromaticity.  
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Compound Screening of Hetero-atom Bridged NBDs

N., Oberhof, Heidelberg/DE,a A. E., Hillers-Bendtsen, Kopenhagen/DK,  K. V., Mikkelsen,
Kopenhagen/DK, A., Dreuw Heidelberg/DE a

a Interdisciplinary Center for Scientific Computing, Heidelberg University,

Im Neuenheimer Feld 205 A, 69120 Heidelberg, Germany

Tuning the properties of desired molecular solar thermals (MOST) is the central challenge

of  the  development  of  efficient  MOST applications.  Facing  the  vast  compound space

spanned by possible substituents on the central ring of a norbornadiene (NBD) compound

is  not  only  synthetically  impossible  but  also  very  expensive  for  high-level  theoretical

screening procedures.  Here  we  employ  a  computational  screening protocol  based  on

semi-empirical (GFN2-xTB & sTDA-xTB) methods for the investigation of a large space of

substituted hetero-atom bridged NBD compounds. We employ the previously introduced

solar  conversion  efficiency  as  scoring  function  for  these  compounds.1,2 The  most

promising candidates are eventually re-evaluated at higher level of theory ((TD)DFT/M06-

2X/def2-SVPD).  These  results  obtained  using  the  fast  screening  procedure  agree

qualitatively  with  the  ones  obtained  with  the  more  time  consuming  higher-level

computations. 

Based on these findings, we suggest new compounds for synthesis within the data set for

future real-life comparison. We also demonstrate that the substitution is more decisive for

the NBD’s properties than the choice of the bridge atom.

Figure 1. Hetero-atom bridged NBDs with substitution pattern.

1 K. Börjesson, A. Lennartson, K. Moth-Poulsen, ACS Sustainable Chem. Eng., 2013, 1, 
6, 585.
2 A. E. Hillers-Bendtsen, J. Elholm, O. Obel,  H. Hölzel, K. Moth-Poulsen, K. V. Mikkelsen,
Angewandte Chemie International Edition, 2023, 62, e202309543.
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The Effect of Bias and Electrode Temperature on Magnetoresistance in a Chiral
Molecular Junction: A First-Principles Study

Sumit Naskar  ,   Department of Chemistry, University of Hamburg, HARBOR Bldg. 610,  
Luruper Chaussee 149, 22761,     Hamburg  /  Germany  

Prof. Dr. Carmen Herrmann,  Department of Chemistry, University of Hamburg,
HARBOR Bldg. 610, Luruper Chaussee 149, 22761, Hamburg, Germany

Electrons travelling through chiral structures are selected according to the helicity of the
chiral structure and the electron’s spin orientation. The effect is best known as chiral-
induced spin selectivity (CISS) [1-2]. The underlying physical mechanism is still under
debate. To help elucidate this mechanism, a non-equilibrium Green’s function method,
combined with a Landauer approach and density functional theory, is applied to carbon
helices contacted by nickel and gold electrodes to mimic the experimental setup. This
results in magnetoresistance (MR) [3] with different electrode electronic temperatures,
which  is  important  in  the  context  of  understanding  recent  experiments  taking
consideration  of  temperature  effects  [4-5].  While  the  MR  is  usually  calculated  in
experiments by taking the difference of currents with opposite magnetization directions,
report  suggests  that  [6]  to  facilitate  Julliere’s  model  [7],  the  CISS  MR  should  be
calculated by taking the difference of magnetization-resolved differential conductances.
Our results [3] suggest that indeed temperature plays a cruical role as the CISS MR
increases with temperature similar as in experiments [4-5]. Thus, understanding CISS
MR in a model helix junction could be a key component in understanding the CISS
measurements.
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Electrochemical oxidation of UV filters: A first-principles molecular dynamics 
study

L. Alvarez, Hannover/DE, I. Frank, Hannover/DE

MSc. Luis Alvarez, Leibniz Universität Hannover, Callinstr. 3A, 30167 Hannover/DE

A theoretical model is proposed to study the oxidation mechanisms of the organic UV 
filters benzophenone-3, BP3, and benzophenone-4, BP4, during electrochemical water 
treatment utilizing Car-Parrinello Molecular Dynamics. Factors such as the amount of 
solvent to be included and how to design the system with the least possible intervention 
are discussed. The stages of the proposed model consist of the optimization of the 
geometries  by  density  functional  theory  methods,  the  equilibration  of  the  structure 
immersed in a water box, the inclusion of the reactive species, and the analysis of the 
reaction  energies  of  each  reaction  pathway.  The  ab-initio  molecular  dynamics 
simulations lead to several products, and some trends can be identified, in accordance 
with the well-known reactivity rules of organic chemistry. We conclude that the model is 
valid for predicting potential oxidation products of these organic UV filters and hope to 
extrapolate the model to other compounds. We also believe that the products proposed 
in this work are intermediates in longer oxidative pathways. [1, 2]

Figure  1:  Evolution  of  interatomic  distances between reactive  species  of  a  BP3 (i) 
simulation.  The  color  of  each  line  corresponds  to  the  bonds  highlighted  in  the 
structures. The bond formation, bond cleavage, and changes in bond order during the 
reaction can be followed throughout till the formation of structure vi.
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In the realm of nanotechnology and molecular engineering, photoswitches play a key role 
as structural elements converting light into mechanical work. In particular, switchable 
chromophores embedded in complex molecular environments – such as molecular 
machines and self-assembled monolayers on surfaces – offer unique opportunities for 
the precise control of material properties and molecular motion. [1] A relatively new but 
emerging class of photoswitches is based on hemithioindigo (HTI) chromophores, which 
feature high thermal bistability, bright absorption bands in the visible region of the 
electromagnetic spectrum, and chemical durability. Upon photon absorption, HTIs readily 
undergo double bond isomerization, resulting in the formation of either cis- or trans-
isomers. By using HTI photoswitches as core structures, future photoresponsive 
(nano-)devices are accessible via HTI functionalization to tailor the light-induced motion, 
aggregation, and self-assembly on substrate surfaces. [2] 
 

 
Fig. 1: Ensemble of HTI-based photoswitches on aluminum-oxide surface. 

 
In principle, excited state dynamics simulations can be an appealing tool for investigating 
devices and structural elements featuring photoswitchable molecular motifs. However, in 
most light-responsive devices, the motion of the photoswitch is strongly coupled to a 
complex environment – e.g. explicit solvent shells or ensembles of photoswitches – 
requiring an atomistic treatment of 1000s of molecules paired with ns-scale dynamics. 
While this presents a significant challenge for a fully ab initio treatment, an approximate 
approach, as suggested by Duchstein et al. for azobenzene chromophores, involves 
multiple molecular mechanics models, each describing a separate electronic state under 
consideration. [3] Here, we present an adaption of this methodology to the widely 
employed hemithioindigo chromophors. This is demonstrated for cyclic photoswitching 
dynamics in different explicit solvation environments, gaining atomic-scale insight into 
energetic and kinetic effects. In-depth mechanistic understanding is achieved through 
committor analyses in combination with predictive modeling of the relaxation to either the 
S0-cis or S0-trans state, respectively.  
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Thermally activated delayed fluorescence (TADF) emitters are crucial for organic light-
emitting diodes (OLEDs) because they enable high efficiency by facilitating the 
conversion of triplet excitons into fluorescent singlet excitons, significantly enhancing the 
light emission without requiring heavy metal atoms. Accurate calculation and prediction 
of the electronic and photophysical behavior of TADF emitters are essential for optimizing 
these properties and ensuring the development of more efficient OLEDs.[1]  
The torsion angle between the donor (D) and acceptor (A) segments plays a substantial 
role in influencing these key properties, including the energy gap between singlet and 
triplet states, oscillator strength, and spin-orbit coupling. These properties include the 
energy gap between singlet and triplet states, oscillator strength, and spin-orbit 
coupling.[2] In response to these insights, our study focused on calculating rotational 
energy profiles to examine how these angles influence conformer-rotamer ensembles.[3] 
Additionally, we investigated the efficient conversion of triplet excitons into fluorescent 
singlet excitations in TADF emitters. Employing density functional theory combined with 
multireference configuration interaction (DFT/MRCI)[4], we characterized the excited 
states of DA-TADF emitters, such as phenothazines or triarylamines with a 
dicyanobenzene moiety. These emitters display charge-transfer states and a remarkably 
small adiabatic T1 − S1 energy gap, crucial for efficient TADF functionality.[1,3] 

 
 
[1] Haselbach, W., et al. (2023). Chem.–Eur. J., 29(2), e202202809. 
[2] Suzuki, K., et al. (2023). J. Am. Chem. Soc., 145(30), 16324-16329. 
[3] Kloeters, L. N., et al. (2023). Chem.–Eur. J., 29(43), e202301114. 
[4] Marian, C. M., et al. (2019). WIREs Comput. Mol. Sci., 9(2), e1394. 
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Spectroscopy and Nonadiabatic Dynamics of the Cations of Adamantane, 
Amantadine and 1-Cyanoadamantane: Violation of the Energy Gap Law?
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Potsdam/Germany

Bonasree Roy, University of Potsdam, Karl-Liebknecht-Straße 24-25, 14476 Potsdam, 
Germany

Diamondoids  are  the  carbon  cage  molecules  which  have  gained  prominence  in 
interstellar chemistry [1] as well as in medicinal chemistry and industrial applications[2]. 
The  fundamental  unit  of  these  diamondoids  is  adamantane  (Ada).  The  cations  of 
diamondoids  have  also  become a  subject  of  interest  due  to  their  potential  role  in 
interstellar  chemistry [3,4].  Studying  their  electronic  spectra  and  photo-induced 
dynamics can provide insights into the chemical behavior of the molecules under the 
influence of light. In our research, we explore the electronic spectra and nonadiabatic 
dynamics  of  adamantane derivatives  containing  two different  nitrogen groups,  (one 
electron  donating  group  (NH2)  and  one  electron  withdrawing  group  (CN))  on  the 
adamantane  cage,  namely,  amantadine  (Ama)  and  1-cyanoadamantane  (Ada-CN). 
Using  Tully's  Surface  Hopping  approach [5],  combined  with  Thiel’s  semiempirical 
configuration  interaction  method  (OM3/CISD)  [6],  we  investigate  the  nonadiabatic 
molecular dynamics and determine the lifetimes of the excited states of the cations. We 
also looked into the possible ultrafast fragmentation and rearrangement channels of 
these  molecules  and  tried  to  understand  the  behaviour  under  various  excitation 
energies. We compared the relaxation rates and fragmentation outcomes [7] with our 
previous results for Ada+[8]. For both Ada+ and Ama+, our simulations demonstrate that 
upon excitation with near-infrared to ultraviolet photons, the cations rapidly undergo 
internal  conversion  to  the  ground  (doublet)  state  (on  a  time  scale  of  10-100  fs 
depending on initial excitation energy), while it takes longer time (~ 120-300 fs) in case 
of Ada-CN+ to populate the ground state. Despite of having lower excitation energy, 
Ada-CN+ takes more time to relax to the ground state. Therefore, determination of the 
rate of internal conversion may not be straightforward at first glance, as the well-known 
energy gap law may not be directly applicable in studying the internal conversion rate 
of these systems. A careful examination of the participating states and nonadiabatic 
couplings may be necessary to elucidate the nature of the relaxation processes.
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Influence of the Quality of the Hessian Matrix
on the JEDI Strain Analysis

R. Weiß, Bremen/DE, T. Neudecker, Bremen/DE

R. Weiß, Leobener Strasse 6, 28359 Bremen, Germany

The JEDI (Judgement of Energy Distribution) strain analysis allows for the quantifica-
tion of mechanical stress distribution across the relevant degrees of freedom in a molecule
[1, 2]. This requires i.a. the Hessian matrix of the molecule’s relaxed state in internal re-
dundant coordinates. With the calculation of the Hessian being the rate determining step,
we investigated the influence on the quality of the JEDI strain analysis when reducing the
Hessian to a certain set of elements as well as using a frozen density matrix approxima-
tion when calculating second derivatives. Calculations were performed for a set of five
molecules using several semi-empirical methods as implemented in SCINE sparrow [3, 4]
and compared to calculations done with the quantum chemistry program Gaussian 16 [5].
The associated Python module facilitating the use of the JEDI strain analysis with SCINE
sparrow calculations will be available soon.
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The ab initio calculation of rotational and rovibrational spectra with rovibrational 
configuration interaction (RVCI) theory is highly sensitive to various parameters, 
including the quality of the multidimensional potential energy surface, the expansion of 
the µ-tensor within the Watson Hamiltonian and the chosen set of vibrational state 
wavefunctions. Consequently, these quantities need careful monitoring and optimization 
in the usual workflow to yield reliable results, necessitating both expensive test 
calculations and high user control. Within configuration interaction approaches, the 
number and proper selection of the used basis functions are crucial. In the here employed 
RVCI theory, a direct product of rotational and vibrational basis functions is used, with 
the latter corresponding to state functions from preceding vibrational configuration 
interaction (VCI) calculations. While the rotational basis has an upper limit of meaningful 
functions, the vibrational basis is, in principle, unlimited. The choice of vibrational basis 
size significantly impacts rovibrational state energies and computation time, requiring a 
balance between completeness and computational efficiency [1]. 
 
Here, we present a screening technique that limits the vibrational basis functions to only 
those with a significant impact on the final RVCI state energies in specific spectral 
regions. This approach mirrors configuration selection in VCI theory, where a large initial 
configuration space is screened to identify meaningful configurations for the VCI matrix 
setup [2]. Similarly, we screen a large space of vibrational wavefunctions based on their 
impact on rovibrational state energies. To identify important basis functions quickly and 
effectively prior to the VCI calculation, we use approximate VMP2 wavefunctions. 
Consequently, a VMP2 test wavefunction is added to the selected set when it changes 
the monitored RVCI eigenvalues above a threshold, repeating this process until 
convergence is reached.  We assess the performance and user-friendliness of this 
scheme by comparing the automatically generated vibrational basis set with 
computationally demanding benchmark calculations of the rovibrational spectra of 
thioketene (H2CCS) and cyclopropenone (C3H2O).  
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We present a new standalone library, to calculate the PV term for molecules, where the
volume V is calculated as the volume of overlapping van der Waals spheres centered at each
atom. We linked our library with the Conformer-Rotamer Ensemble Sampling Tool (CREST),
which is a powerful software mainly focused on computing ensembles of molecular systems
using Grimme’s GFNn-xTB methods, (1, 2) to calculate the molecular enthalpy

H = EGFNn−xTB + PV. (1)
This procedure allows conformational sampling for molecular systems at elevated pres-

sures.
We investigate the pressure-induced isomerism of the propeller-shaped molecule Tetra(4-
methoxyphenyl)- ethylene (TMOE). Previous experimental studies reported that TMOE ex-
hibits piezochromism, i.e. molecules changing color upon exposure to high pressures, and
observed a significant darkening in its fluorescence and Raman spectra above 1 GPa. (3)
Ab initio DFT calculations from this studies, suggested that the darkening is caused by a
change in the dihedral angle between the phenyl units and the central ethylene. Our findings
indicate, that TMOE isomerizes from a propeller to a sandwich shape at pressures above 3
GPa. The isomerization is accompanied by a significant reduction in intensity for both Ra-
man active vibrations as well as electronic excitations and affects the molecular ensemble at
pressures above 2 GPa. While the model overestimates the necessary pressure to initiate
the isomerization, we find that it explains the spectroscopic changes well.

References

1. C. Bannwarth et al.,WIREs Computational Molecular Science 11, 1–49 (2021).
2. P. Pracht et al., The Journal of Chemical Physics 160, 114110 (2024).
3. J. Wu et al., Journal of Physical Chemistry A 119, 9218–9224 (2015).

Poster P102

147



 

Development of a low-scaling density fitted NEO-DFT implementation 
 

M. Breitenbach, GOE/DE, L. Hasecke, GOE/DE, R. A. Mata, GOE/DE 
 

Maximilian Breitenbach, Georg-August University Göttingen, Tammanstraße 6, 37077 
Göttingen 

 
In recent decades, quantum chemistry calculations have become indispensable for 
understanding chemical systems, aiding spectroscopy and uncovering the mechanisms 
of organic reactions. However, classical methods treating nuclei as point charges 
encounter limitations, especially when treating light atoms, due to the influence of nuclear 
quantum effects (NQEs). These include various phenomena such as kinetic isotope 
effects or anharmonicity in vibrational motion and play a vital role in proton-coupled 
electron transfers (PCETs).[1–3] 
 
We focus on the utilization of the nuclear electronic orbital (NEO) method,[4] aiming at the 
quantum mechanical treatment of protons. As has been shown in previous works of our 
group, the application of density fitting (DF) to NEO wavefunction methods such as NEO 
Hartree-Fock (NEO-HF) yields significant improvements in the computational 
performance.[5] In this contribution we present our own development of a density-fitted 
NEO-DFT implementation. 
 
Comparison of standard implementations to our approach shows significant speedups. 
Furthermore, calculated gas-phase proton affinities exhibit lower root mean square 
deviations from experimental results. This observation is confirmed by comparison with 
DF-NEO-DFT calculations by Rodriguez et. al.[6] For future works, we aim at not only 
including local DF methods as done for NEO-HF, but also implementing multistate NEO-
DFT (NEO-MSDFT).[7] 
 
Literature: 
[1] T. E. Markland, M. Ceriotti, Nat Rev Chem 2018, 2. 

[2] R. E. Warburton, A. V. Soudackov, S. Hammes-Schiffer, Chem Rev 2022, 122, 
10599–10650. 

[3] R. Conte, C. Aieta, and others, Theor Chem Acc 2023, 142. 

[4] S. P. Webb, T. Iordanov, S. Hammes-Schiffer, Journal of Chemical Physics 2002, 
117, 4106–4118. 

[5] L. Hasecke, R. A. Mata, J Chem Theory Comput 2023, 19, 8223–8233. 

[6] D. Mejía-Rodríguez, A. De La Lande, Journal of Chemical Physics 2019, 150. 

[7] J. A. Dickinson, Q. Yu, S. Hammes-Schiffer, Journal of Physical Chemistry 
Letters 2023, 14, 6170–6178.  

Poster P103

148
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Photoinduced electron transfer (ET) plays an important role in many fields, including 
catalysis and biology, and nonequilibrium solvent dynamics may play an important role 
in such processes. As a simple model system, we simulate the non-equilibrium solvent 
dynamics following photoionization of solvated halides in water. This is achieved with 
adaptive buffered hybrid quantum mechanics / molecular mechanics (QM/MM) 
molecular dynamics simulations [1]. Our simulation results are compared to data 
obtained from experimental [2] extended X-ray absorption fine structure (EXAFS) 
analysis [3]. Another interesting aspect of water in the context of solvent-controlled ET 
is its dielectric properties. The dielectric constant of water in nanoconfinement is greatly 
reduced as water volume decreases. Theoretical simulations [4] so far show reduction 
of the dielectric constant with decreasing volume but do not accurately reproduce 
absolute values shown in experiments [5]. Our goal is to study spherical nanoconfined 
water and find a suitable simulation setup to reproduce experimental values.

Literature:

[1] Mones et al, ”The adaptive buffered force QM/MM method in the CP2K and AMBER
software packages”, J. Comput. Chem. 36(9), 633-648, (2015)
[2] Antalek et al, ”Solvation structure of halides from x-ray absorption spectroscopy”, J.
Chem. Phys. 145, 044318, (2016)
[3] Reidelbach et al, “Solvent dynamics of aqueous halides before and after 
photoionization”, J. Phys. Chem. 127(6), 1399-1413, (2023)
[4] Mondal et al, ”Anomalous dielectric response of nanoconfined water”, J. Chem.
Phys. 154, 044501, (2021)
[5] Fumagalli et al, ”Anomalously low dielectric constant of confined water”, Science
360, 6395, (2018)

Poster P104

149



Fig 1: Active learning scheme with the 'Exploratory Sampler' and 'Committee.' The 
Exploratory Sampler continuously generates new structures for evaluation, while the 
Committee refines the model through iterative feedback, leading to an optimized final 
dataset. 

 

Constructing a H2S Oxidation Reaction Network via Active Learning and Accelerated 
Molecular Dynamics 
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Atmospheric chemistry, characterized by a multitude of radical reactions, results in the 
formation of intricate reaction networks. Constructing these networks poses significant 
challenges due to their inherent complexity. Our approach extends the established 
Nanoreactor method (NMD)[1], by incorporating the Diffusion Accelerated NMD (DA-
NMD) method for improved sampling of reaction spaces. The method operates in two 
distinct phases: a contraction phase, during which an external force pushes the 
molecules to the center, and an expansion phase, where an external force is used to 
accelerate molecular diffusion. To further improve the development of reaction networks, 
we integrate a machine learning-based active learning scheme inspired by the work of 
Zhang et al. [2]. This scheme features two main components that are built with the 
SpookyNet architecture[3]: the 'Exploratory Sampler' and the 'Committee.' The 
Exploratory Sampler continually generates new molecular configurations using the DA-
NMD. These new configurations are then evaluated by the Committee, which assesses 
their deviation from expected predictions. Structures that exhibit significant deviations 
are flagged for single point calculations using density functional theory. This allows an 
iterative refinement and enrichment of the training dataset. The continuous feedback loop 
ensures that our model adaptively improves, focusing computational resources on the 
most informative and chemically diverse structures, thereby accelerating the construction 
of accurate and comprehensive reaction networks. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
[1] L. Wang, et al., Nat. Chem., 2014, 6(12), 1044-1048  
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Reference States in Nuclear Ensembles: Dealing with the Reordering and Mixing
of Electronic States
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Straße 4, 64287 Darmstadt, Germany

A common  approach  towards  predicting  electronic  properties  such  as  absorption
spectra of a molecule is to solve the electronic structure for a single geometry. In past
years,  theoretical  studies on the influence of  molecular  vibrations on the electronic
properties have become more feasible even for a large molecular systems. A popular
way  to  account  for  vibrational  effects  on  the  electronic  properties  is  the  nuclear
ensemble method, where a thermally populated ensemble of distorted geometries is
generated and a large number of single point calculations is carried out on each of
those to obtain the spectrum of the ensemble.
An  inevitable effect in such ensembles is that the electronic states of the individual
members will  change their energetic ordering or the character of their wavefunction
(a so-called  mixing  of  states).  Consequently,  insights  into  how much certain  states
contribute to the absorption spectra will be hampered, although such information may
be crucial to estimate the photophysical properties of certain systems.
To address this issue, we herein introduce a set of reference states, which are simply
the electronic states at the optimized geometry, and use these states to analyze the
ensemble. For each geometry in the ensemble we define the transformation to the set
of reference states through wavefunction overlaps.
This  methodology  is  applied  to  the  ChlD1PheoD1 and  PD1PD2 pigment  pairs  in
Photosystem  II.  The  ensemble  method  provides  the  necessary  insight  into  the
distribution of charge transfer character along the energy axis. The reference states we
introduce  help  to  uncover  the  individual  state  contributions.  We  find  that  the
ChlD1PheoD1 pair exhibits an almost uniform distribution of charge transfer density over
the energy range of the visible spectrum. We identify this pair  to be a much more
prominent candidate for the initial charge separation than the usually discussed central
PD1PD2 pair.

Figure 1: Schematic illustration of maping the reference

states onto the electronic states of the distorted geometry

via wavefunction overlaps.
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Strong Anisotropic Electronic Coupling between Gold Surfaces
and Interfacial Water
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Understanding  the  intrinsic  properties  of  solid/electrolyte  interfaces  is  crucial  for
comprehending the behavior of catalysts, capacitance, reactivity, and the anomalous
behavior  of  confined  water.  However,  probing  electrochemical  interfaces  buried
between  electrodes  and  electrolytes  is  notoriously  challenging.  In  particular,  the
intrinsic properties at metal/water interfaces remain unclear. Using ab initio molecular
dynamics  (AIMD)  simulations  with  a  large  supercell  we  find  that  strong  electronic
interactions between water molecules and gold metal surfaces govern the structure of
water molecules and charge transfer. Specifically, dangling OH groups adjacent to the
gold surface exhibit orientation-dependent electronic polarization and charge transfer.
These findings hold significant importance for tailoring the electrochemical properties of
metal-aqueous  interfaces,  with  broad  implications  ranging  from  sensing  to
electrochemistry.
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Automating the implementation of internally-contracted
multireference coupled-cluster methods

using an Open Source stack
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†Institute for Theoretical Chemistry, University of Stuttgart

Coupled-cluster theory is a very common choice for the computation of highly accurate
results. Yet, there exists a range of interesting molecular systems (e.g. open-shell systems)
for which the standard coupled-cluster methods break down: those with multireference
character. In such cases, approximating the wavefunction with a single configuration (as
done in Hartree-Fock theory) is no longer viable – not even for qualitative investigations.
Instead, a multiconfigurational ansatz has to be used, which is incompatible with standard
coupled-cluster theory. Therefore, a generalization to the multireference case is needed.

While there exist different formulations of multireference coupled-cluster (MRCC), only
internally-contracted MRCC1 (icMRCC) shows all characteristics desirable in applications
to real-world problems. Although very pleasing from an application’s point of view,
icMRCC comes with a significant challenge for developers: the resulting equations are
orders of magnitudes more complex than the ones encountered in conventional coupled-
cluster theories. This makes any attempt at manual implementation futile. Instead, the
derivation of working equations and the implementation thereof has to be automated.

We present such an automation framework, realized within the SeQuant2 ecosystem, which
is available as Free and Open Source Software (FOSS). We illustrate important concepts
required for the automation, e.g. a tensor network canonicalization algorithm. Finally,
we give a perspective on how we think our new framework can improve our existing
icMRCC implementations3 and also how we could provide FOSS variants with minimal
maintenance overhead.

1. Hanauer, M. and Köhn, A. J. Chem. Phys. 134, 204111 (2011).
2. https://github.com/ValeevGroup/SeQuant/.
3. Black, J. A., Waigum, A., Adam, R. G., Shamasundar, K. R., and Köhn, A. J. Chem.

Phys. 158, 134801 (2023).
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Exploring Photodynamics in Complex Environments through Semi-Empirical 

Methods

H. G. Gallmetzer, Vienna/Austria, N. Singer, Vienna/Austria, S. Mai Vienna/Austria and 

L. González Vienna/Austria

Hans Georg Gallmetzer, University of Vienna, Währinger Str. 17, 1090 Vienna/Austria

An interface between SHARC (Surface Hopping including ARbitrary Couplings) [1, 2] 

and MNDO (Modified Neglect of Diatomic Overlaps) [3, 4] has been implemented with 

the aim of simulating the photoisomerization of photoswitchable molecules in complex 

environments. Conventional single-reference methodologies are unsuitable for 

describing the cis-trans isomerization phenomenon, thereby necessitating the utilization 

of a multi-reference approach. Multi-reference semi-empirical quantum chemistry 

methods represent a suitable approach for simulating the photoisomerization of large 

molecules due to their computational efficiency and scalability. The OM2 

(orthogonalized method 2) method, which employs the MRCI (multi-reference 

configuration interaction) approach, was selected for this purpose. However, even the 

fastest semi-empirical methods are not capable of treating systems of arbitrary size.  

For example, it is not feasible to simulate the target molecule solvated in water in a 

reasonable amount of time. To mitigate this, a hybrid QM/MM (quantum mechanics/

molecular mechanics) approach becomes invaluable [5, 6]. 

Azo-escitalopram was first synthesized by Cheng et al. and has shown promising 

results as a photo-switchable SSRI (selective serotonin reuptake inhibitor),  a class of 

drugs used to treat depression and other neuropsychiatric disorders [7]. In order to gain 

deeper insight into the switching mechanism of azo-escitalopram and how it is 

influenced by the environment, simulations of this molecule in gas-phase and water 

have been made. We also plan to investigate the switching behavior of azo-

escitalopram in the binding pocket of the serotonin transporter. Photoswitchable 

compounds represent a promising class of drugs that could allow for spatiotemporal 

control of drug activity, thus potentially resolving the most pressing issues in 

pharmacology such as poor drug selectivity, including side effects, emergence of 

resistance and environmental toxicity. The development of photoswitchable SSRIs 

could provide a valuable tool for studying the spatial and temporal effects of these 

drugs in the brain, thereby enhancing our understanding of their mechanism of action 

and potential therapeutic applications [7].

Literature: 

[1] Richter M, J. Chem. Theory Comput. 2011, 7, 1253-1258. [2] Mai S, WIREs 

Comput. Mol. Sci. 2018, 8, e1370. [3] Koslowski A, J. Comput. Chem. 2003, 24, 

714-726. [4] Dral P, J. Chem. Theory Comput. 2016, 12, 1082-1096. [5] Warshel A, J. 

Mol. Biol. 1976, 103, 227-249. [6] Field M. J, J. Comput. Chem. 1990, 11, 700. [7] 

Cheng B, ACS Chem. Neurosci. 2020, 11, 1231-1237. 
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Quantum Monte Carlo Algebraic Diagrammatic Construction with Dense-Sparse 

Partitioning and Importance Ranking 
 

Adem Halil Kulahlioglu, Heidelberg/DE, Andreas Dreuw Heidelberg/DE 
 

Interdisciplinary Center for Scientific Computing, Ruprecht-Karls University, Im 
Neuenheimer Feld 205,69120 Heidelberg, Germany 

 
Quantum Monte Carlo Algebraic Diagrammatic Construction (QMCADC), recently 
developed as a stochastic extension of second-order ADC schemes for the polarization 
propagator, has been reformulated to combine deterministic and stochastic processes, 
dividing the configuration space into dense and sparse subsets. In this approach, 
dense configurations, including contributions from the sparse set, are propagated 
deterministically, while projections onto the sparse set are calculated stochastically. 
Additionally, stochastic projections are screened using importance ranking criteria, 
reducing the effective variational space to include only significant configurations and 
thus accelerating convergence. This work demonstrates the efficiency of the proposed 
method by targeting the excitation energies of the first electronic excited states of some 
exemplary molecular systems with singlet and triplet spin symmetries. Furthermore, the 
bias resulting from importance ranking screening and the distinct roles of the 
parameters introduced in the method are discussed. Our calculations show that 
integrating deterministic propagation with stochastic projections within the dense-
sparse partitioning, enhanced by importance ranking, provides an efficient and versatile 
framework for solving the ADC Hermitian eigenvalue problem with a significantly 
reduced memory footprint[1,2,3]. 
 
Literature: 

[1] A. H. Kulahlioglu, D. Rehn, and A. Dreuw, J. Chem. Phys. 156, 044105 (2022) [2] 
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Real space path integral framework for the spin-phonon problems and the spin-

Peierls phase transition 

 

I. Srpak Stuttgart/DE, M. J. Willatt Stuttgart/DE, S. C. Althorpe Cambirdge/GB, A. Alavi 

Stuttgart/DE 

 

Max Planck Institute for Solid State Research, Heisenbergstrasse 1, 70569 Stuttgart/DE 

 

Heisenberg model is a common approach for treating the interaction of spins on a 

lattice, typically investigated either using Exact Diagonalisation (ED) or some of the 

numerous approaches based on the Quantum Monte Carlo (QMC), like the Stochastic 

Series Expansion (SSE). In the simplest of views, the Heisenberg model assumes that 

the lattice is stationary and the couplings between the spins constant, which should 

otherwise depend on the positions of the coupled spins. Problems which go beyond this 

assumption are referred to as the spin-phonon problems. Models used to tackle these 

kinds of problems are often simplified, unrealistic and may contain various 

approximations and numerical issues. Here, a new general framework without sign 
problem in the real space has been developed, which can be used to formulate 

methods specific to the problem of interest. The real space part of the framework is 

based on path integrals in the first quantisation, which can also take Ab Initio potentials. 

The electronic part can be handled in different ways, depending on the problem, e.g. 

one can use ED to define a method based on Molecular Dynamics to analyse the 

motion, or may use SSE to get an efficient QMC sampling of the electronic properties. 

With path integrals, one can analyse both classical and quantum cases at finite 

temperatures. One class of spin-phonon problems is the spin-Peierls dimerisation, 

where the system spontaneously dimerises because the lowering in the electronic 
energy overcomes the increase in the potential energy. Here, the framework is applied 

to the dimerisation problem to illustrate the various angles that the rich behaviour of 

these systems can be observed and analysed from, qualitatively and quantitatively. 

Poster P111

156



Magnetic Fields in Turbomole: One-Component Implementation, Functionalities,
and Performance

A.   C.   Appenzeller, Karlsruhe/  DE  , A. Pausch, Amsterdam/NL, W. Klopper, Karlsruhe/DE

Anja C. Appenzeller, Karlsruher Institut für Technologie (KIT), Kaiserstr. 12, 76131
Karlsruhe/DE

Our everyday experiences revolve around weak magnetic fields within the region of 
microtesla up to decatesla. However, field strengths of up to 100 kilotesla are observed 
within the vicinity of magnetic white dwarfs – the regime where magnetic and electronic
forces are of equal order of magnitude. Therefore, the level of theory requires a general
approach beyond perturbative treatment to enable the computation of molecules and 
their properties from weak magnetic fields to such extreme conditions.
Turbomole’s program package already provides a two-component (2c) framework for 
calculations within magnetic fields. However, a one-component (1c) approach is 
sufficient in many cases and less expensive. Therefore, the 1c framework has been 
made available within the dscf module of Turbomole by expanding the existing 
algorithm to handle complex algebra for Hartree-Fock and DFT calculations. Different 
functionalities, to allow an interplay between the 1c and 2c methods, have been 
implemented as well as algorithms to reduce computational costs. The perfomance of 
the 1c approach has been shown to be faster than the 2c approach. Future work is 
aimed to provide RECPs in the 1c framework, hence enabling calculations with heavy 
atoms in magnetic fields.
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Towards Accurate Modeling of Thermally Activated Delayed Fluorescence 

Emitters: Computational Investigations of Cyanoarenes 
 

J. Weiser, Augsburg/DE and C. Wiebeler, Augsburg/DE 
 

Jonas Weiser, University of Augsburg, Universitätsstraße 1, 86159 Augsburg/DE 
 
Due to the low efficiency and high cost of many conventional fluorescent and 
phosphorescent materials, there is increasing interest in emitters based on thermally 
activated delayed fluorescence (TADF) in the field of organic light-emitting diodes. The 
underlying mechanism involves a thermally activated reverse intersystem crossing 
(RISC) process from triplet to singlet states, enabling delayed fluorescence with high 
quantum yields.1 
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T2
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RISC
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In preliminary work on this topic, we could already show good agreement of computed 
singlet-triplet gaps with experimental results in a simple TD-DFT framework for 4CzIPN 
and a halogenated derivative.2 More recently, however, the role of additional, higher 
triplet states in this interconversion has become an active topic of discussion, 
complicating the established approach.3  
 
As an initial step to accurately model these processes in donor-acceptor cyanoarenes, 
e.g. 4CzIPN, we are working on a comprehensive benchmark. Additionally, this work 
follows up on the new understanding of TADF by using a recently proposed 
TD-DFT-based methodology to assess RISC rates,4 for which the minimum energy 
crossing points between S1 and the relevant triplet state have to be optimized.5 
 
Literature: 
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Aperiodic defects in periodic solids

Rob Lavroff1, Daniel Kats2, Denis Usvyat3

1Department of Chemistry and Biochemistry, UCLA, Los Angeles, USA
2MPI for Solid State Research, Stuttgart, Germany
3Humboldt-Universität zu Berlin, Berlin, Germany

Standard computational approaches to modelling of defects in solids rely on periodic
supercells. In real solids, however, the distance between defects can be much bigger
than is affordable computationally within the supercell model. At the same time, the
unphysical  mutual  proximity  and  periodic  repetition  of  the  defect's  images  lead  to
spurious artefacts, especially if the defect is polarized, charged or/and open-shell. To
circumvent  the  problems  of  the  periodic  defect  model  altogether  we  introduce  a
"defectless"  embedding  [1],  where  a  fragment  with  the  defect  is  embedded  in  the
periodic mean field of the pristine lattice. We demonstrate that this approach is much
more  physically  reliable  than  the  standard  periodically  repeated  defect  model  and
allows for a very fast convergence to the thermodynamic limit.

[1] R. H. Lavroff, D. Kats, L. Maschio, N. Bogdanov, A. Alavi, A. N. Alexandrova, D. Usvyat, “Aperiodic 
fragments in periodic solids: Eliminating the need for supercells and background charges in electronic 
structure calculations of defects”, arXiv:2406.03373 (2024)
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Activated Delayed Fluorescence Emitters 
 

M. Pauls, Aachen/DE, T. Froitzheim, Bonn/DE, A. Torgashov Aachen/DE, 
C. Bannwarth, Aachen/DE 

 
Mike Pauls, RWTH Aachen University, Melatener Str. 20, 52074 Aachen 

 
We assess the performance of density functional theory (DFT) in conjunction with 

multireference configuration interaction – DFT/MRCI[1] – to describe the lowest excited 

states of thermally activated delayed fluorescence (TADF) emitters. We demonstrate that 

the energy gap DEST between the S1 and T1 excited states can be predicted with mean 

absolute deviations of 0.06 eV in the vertical approximation for emitters of the recently 

proposed STGABS27 benchmark set.[2]  

Vertical emission energies can be computed with average deviations of 0.20 eV, which 

falls within the experimental uncertainties. Here, solvation effects based on a state-

specific polarization field[3] and a perturbative non-equilibrium correction term[4] from an 

external calculation are required to achieve this accuracy. While this strategy improves 

emission energies, state-specific equilibrium solvation, and adiabatic conditions at the 

excited state geometries worsen the agreement for the experimental energy gaps. This 

is mainly attributed to an imbalanced description of the external solvation treatment with 

DFT/MRCI. For a broader overview, we compare our results to those obtained with DSCF 

approaches. Here, it is found that the explicit orbital relaxation, available with DSCF 

schemes helps to improve the accuracy even more, compared to relaxation effects 

included in the CI-type procedure. While we do not obtain the accuracy of DSCF 

approaches for adiabatic gaps, DFT/MRCI can be used in a black-box fashion and serves 

as an excellent method to estimate the energy gaps from a vertical calculation.  

Literature: 
[1] S. Grimme, M. Waletzke, J. Chem. Phys. 1999, 111, 5645–5655.  
[2] L. Kunze, A. Hansen, S. Grimme, J.-M. Mewes, J. Phys. Chem. Lett. 2021, 12, 
8470–8480. 
[3] T. Froitzheim, L. Kunze, S. Grimme, J. Herbert, J.-M. Mewes, J. Phys. Chem. A, 
2024.  
[4] J.-M. Mewes, Z.-Q. You, M. Wormit, T. Kriesche, J. M. Herbert, A. Dreuw, J. Phys. 
Chem. A 2015, 119, 5446–5464. 
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related HttExon1Q≥36-fibrils 

 

J. Werthschütz, 28359, Bremen/DE 
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University of Bremen 
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Department 2 Biology/Chemistry 

Leobener Str. 6, UFT 

D-28359 Bremen, Germany 

 

Even though a lot of progress in understanding and treatment has been made over the 

past century, neurodegenerative diseases like Alzheimer or Huntington Disease remain 

a scourge to mankind. We here present a workflow for the investigation of a trimeric 

protein complex consisting of co-chaperone DNA-JB1, chaperone Hsc70 and the 

HttExon1[Q>36] which is responsible for the outbreak of the Huntington's disease. [1] 

The workflow consists of a combination of multiple advanced molecular dynamics 

sampling methods in order to accurately represent the dynamics of the ATP catalyzed 

defribrilisation process. 

 

[1] https://doi.org/10.1038/s41467-022-32370-5 
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Efficient Exploitation of Numerical Quadrature in Explicitly Correlated F12 Theory

L. Urban, Munich/DE, H. Laqua, Berkeley/USA, T. H. Thompson, Munich/DE,
C. Ochsenfeld, Munich/DE

Lars Urban, University of Munich (LMU), Butenandstr 5, 81377 Munich/DE

Explicitly  correlated  methods  are  powerful  tools  for  overcoming  the  basis  set
incompleteness error  by directly  incorporating  the electronic  cusp behavior  into  the
underlying wavefunction description.[1-4] However, due to the sheer number of terms
arising in explicitly correlated theories that cover multiple orbital spaces, the cost of the
correction can easily exceed the computational effort of the corresponding correlation
method.  This  is  especially  true  for  second-order  Møller–Plesset  perturbation  theory
(MP2), where an additional F12 correction is typically several times more expensive.
The  primary  computational  bottleneck  in  this  context  arises  from  exchange-type
intermediates, despite CABS-RI and density fitting techniques being commonly used to
reduce computational costs.
 
To address this issue, we recently published an alternative method for computing the
exchange-type F12 contribution, showcased for the example of the most expensive
exchange term in RI-MP2-F12 theory.[5] We introduced a linear scaling atomic orbital-
based algorithm that combines numerical quadrature (NQ) with CABS-RI. Additionally,
we implemented a  robust  distance-dependent  integral  screening scheme based on
integral  partition  bounds,  which  drastically  reduces  the  number  of  required  three-
center-one-electron integrals.[6]

With errors below 1 μEh and evaluations that are two orders of magnitude faster for
chemically  relevant  systems,  our  new  approach  surpasses  the  standard  density
fitting/CABS-RI  approach  in  terms  of  accuracy  and  efficiency.  Furthermore,  our
NQ/CABS-RI  ansatz  requires  significantly  less  computation  time  than  the
corresponding RI-MP2 calculation. We also demonstrate near-linear scaling through
calculations on linear alkanes, achieving an 817-fold acceleration for C80H162 and an
extrapolated 28,765-fold acceleration for C200H402, reducing computational time for the
latter from 229 days to just 11.5 minutes. Our approach can also be adapted to the
remaining MP2-F12 terms, which will be the focus of future work.
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Combining Molecular Dynamics and Computational Spectroscopy for Systems in 

Soft Condensed Phases 
 

C. Wiebeler, Augsburg/DE 
 

Christian Wiebeler, University of Augsburg, Universitätsstraße 1, 86159 Augsburg/DE 
 
Molecular dynamics is a wide-spread simulation technique, which (i) we have employed 
to elucidate photochemical and -physical processes based on potentials from electronic 
structure calculations1,2 and (ii) can be used to obtain structural insights into biological 
macromolecules like proteins and DNA using classical force fields. Complementary to 
this, computational molecular spectroscopy allows to establish structure-property 
relationships. For example, our calculations aided in assigning chemical shifts and 
hyperfine couplings to atoms of chromophores inside proteins.3,4 In our research, we 
have also combined both in the framework of quantum mechanics/molecular 
mechanics (QM/MM) simulations to understand the molecular origin of the difference in 
optical absorption between the photoproduct (Pg) and dark state (Pr) of the 
photoreceptor protein Slr1393.5 
 

 
 
In Augsburg, we are, on the one hand, working on unravelling the mechanisms leading 
to thermally activated delayed fluorescence in donor-acceptor cyanoarenes6 by 
employing QM and QM/MM to describe the properties of these molecules in molecular 
aggregates. On the other hand, we perform simulations of biological macromolecules in 
solution. For this, we are working on the parameterization of metal ions, e.g. Mn2+, 
which is a prerequisite for classical MD. This will pave the way towards assessing the 
influence of salt concentration on the structure of biological macromolecules. 
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[1] C. Wiebeler and S. Schumacher, J. Phys. Chem. A 2014, 118, 7816–7823.  
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ElemCo.jl: A Julia package for the electronic structure of molecules

and solids

Daniel Kats1, Thomas Schraivogel1, Johannes Hauskrecht1, Charlotte Rickert2,
Fangcheng Wu1

1Max-Planck Institute for Solid State Research, Heisenbergstr. 1, 70569 Stuttgart,

Germany
2Humboldt University Berlin, Brook-Taylor-Straße 2, 12489 Berlin, Germany

A new Julia package ElemCo.jl for the electronic structure of molecular systems is
presented. The main focus of the package is on electron-correlation methods, which are
essential for the accurate description of the electronic structure. The package is designed to
be easy to use and to provide a high level of abstraction to the user. Inputs are Julia script
files, which can also be used to define custom methods or access the package’s internal
functions.

The package provides a wide range of methods, including the closed-shell and open-shell
coupled-cluster methods CCSD, CCSD(T), CCSDT, distinguishable-cluster approaches,
DCSD and DC-CCSDT,[1, 2] the density matrix renormalization group (DMRG) method,
etc. Furthermore, the package includes, e.g., the two-determinant coupled-cluster and
frozen-reference coupled-cluster methods,[3, 4] which can be used to calculate excited
states, and tensor-decomposed distinguishable-cluster methods,[5] which can be used to
calculate ground-state energies of large systems.

The one- and two-electron integrals can either be computed (using the LibCInt library[6])
or read from a file in the FCIDUMP format, including the possibility to read similarity-
transformed (transcorrelated)[7] or embedded Hamiltonians.

� �
using ElemCo

geometry="N1 0.0 0.0 0.0

N2 0.0 0.0 2.1"

basis="vdz"

@dfhf

@cc dcsd
� �

� �
using ElemCo

fcidump="N2.FCIDUMP"

@cc dcsd
� �

Figure 1: Example scripts for the calculation of the N2 molecule using the DCSD method.

The package is open-source and available via the Julia package manager or on GitHub
at github.com/fkfest/ElemCo.jl. Documentation can be found at elem.co.il.

[1] D. Kats, F.R. Manby, J. Chem. Phys. 139 (2013) 021102.

[2] D. Kats, A. Köhn, J. Chem. Phys. 150 (2019) 151101.

[3] T. Schraivogel, D. Kats, J. Chem. Phys. 155 (2021) 064101.

[4] T. Schraivogel, D. Kats, J. Chem. Phys. 160 (2024) 124109.

[5] C. Rickert, D. Usvyat, D. Kats, to be submitted.

[6] Q. Sun, J. Chem. Phys. 160 (2024) 174116.

[7] E. M. C. Christlmaier, T. Schraivogel, P. Lopez Rios, A. Alavi, D. Kats, J. Chem.
Phys. 159 (2023) 014113.
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Tailoring quantum chemistry for vibrational spectroscopy:
Vibrational embedding theory

J. Hellmers, Hannover/DE, C. König, Hannover/DE

Janine Hellmers, Leibniz University Hannover, Callinstr. 3A, 30167 Hannover, DE

Vibrational spectroscopies have become crucial for understanding structures and
processes in life sciences. Computing vibrational properties accurately, including
anharmonicity and nuclear quantum effects, is computationally intensive, even for
medium-sized molecules. Fortunately, interpretation of experimental results often re-
quires only a limited part of the spectrum, making multilevel approaches highly de-
sirable. Still, such approaches are rather sparse in the field of vibrational structure
theory.1

With vibrational embedding theory2, which we present, a multilevel approach is
addressed where a reduced number of vibrational degrees of freedom are embedded
in the potential of the remaining environmental modes. This concept can be applied
to correlated as well as response subset treatments. The environmental description
may be obtained from either a mean-field (VCCinVSCF) or correlated (VCCinVCC)
treatment of the environmental degrees of freedom. The latter includes correlation
within all subsets but describes their interaction in a mean-field manner.

We apply these multilevel approaches to water wires in bacteriorhodopsin, explor-
ing different partitioning schemes for the embedding approach: In the local partition-
ing of the vibrations, the modes dominated by motions in the same spatial region are
correlated, whereas, in the energy-based partitioning, modes of similar fundamental
frequencies are correlated. We compare with full reference calculations, where we
obtain better agreement for the local partitioning than for energy-based partitioning.

[1] C. König, Tailored multi-level approaches in vibrational structure theory: A route
to quantum mechanical vibrational spectra of complex systems, Int. J. Quant. Chem,
2021, 121, e26375. [2] J. Hellmers, C. König, Vibrational embedding theory, J. Chem.
Phys., 2023, 159, 104108
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In this report significant contributions of non-adiabaticity for the rovibrational bound states 
up to 25000 cm-1 and total angular momentum J=0 - 20 of H3

+ are investigated. A 
coupled-perturbed full configuration interaction (CP-FCI) treatment is applied to calculate 
all couplings between electronic states caused by the nuclear motion. These derivative 
couplings were evaluated up to the second order by means of a perturbation treatment, 
and include all nuclear Cartesian first and second derivatives of the electronic 
wavefunctions. In particular, the coupling of special derivatives with respect to r and R in 
the Jacobi coordinate representation are more significant than thought. The perturbation 
approach is especially optimal for the   treatment of weak non-adiabaticity in case of 
rovibrational energies in H3

+, and had not been available before for H3
+ or other 

triatomics. Using exclusively Gaussian basis functions for CP-FCI appears to be 
sufficient, because explicit correlated wavefunctions are already used for all other 
potential energy contributions. 
 
Our work is an extension of earlier non-adiabatic investigations based on first derivative 
couplings of electronic states that led to the concept of geometry-dependent effective 
nuclear masses and which needs only a single potential energy surface for the dynamics. 

The implementation allows to include all non-adiabatic effects up to the order of 1/μ-2, μ 
being the reduced nuclear mass.  Our treatment works for any isotopologue and for the 
whole PES. By this treatment a further reduction of deviations to experimental data for 
most rovibrational levels to less than 0.1 cm-1 is possible. For the related transition 
frequencies, 1366 of 1720 known rovibrational transitions in H3

+ have deviations   less 
than 0.1 cm-1 without using any empirically adjustable parameters or 
optimizing the nuclear mass for a specific transition. For many questionable assignments 
(deviations > 0.3 cm-1) of observed transitions in H3

+ a new labeling is proposed [1]. 
 
Literature: 
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Structure motifs in interpretable quantum algorithm design 

D. Bincoletto, Augsburg/DE 86159 

Davide Bincoletto, Universität Augsburg, Eichleitnerstraße 30, 86159 

One of the most studied algorithms for modern quantum computers in chemistry 
applications is the Variational Quantum Eigensolver (VQE). This hybrid quantum-
classical algorithm combines state preparation on a quantum computer with 
optimization on a classical computer to efficiently approximate the ground state energy 
of a quantum system. 
State preparation involves constructing an ansatz, a series of parameterized quantum 
gates, to represent the system's wave function. A crucial aspect is designing ansätze 
that are accurate, resource-efficient, and interpretable. 
In this context, an important heuristic is the Graph-Based Circuit Design. It encodes the 
system chemical information in a series of graph structures, where vertices represent 
atoms and edges represent interactions between them. These structures are inspired 
by Valence Bond Theory, i.e. each vertex has one edge in order to produce only paired 
interactions between atoms. Each of these graphs is then translated into parametrized 
quantum gates of topology: basis change - double excitation - backward basis change. 
This heuristic satisfies the three requirements stated before, especially due to local 
connectivity. 
This work introduces a method to analyze the orbital space transformation induced by 
the basis change process, aiding in the ansatz interpretability. This is given by 
leveraging the matrix representation of a subspace rotation operator, also called Givens 
rotation. 
In addition, some possible extensions of this ansatz are presented in order to show its 
flexibility and accuracy. These are obtained using quantum gates which produce more 
general basis change and electrons double excitations compared to the graph 
structures.
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Introducing Hyperreactor Dynamics for Efficient Reaction Space Exploration

A. Stan-Bernhardt, Munich/DE, L. Glinkina, Munich/DE, A. Hulm, Munich/DE,
Christian Ochsenfeld, Munich/DE

Alexandra Stan-Bernhardt, University of Munich (LMU), Butenandtstr. 5 (B),
81377 Munich, Germany

In  recent  years,  first-principles  exploration  of  chemical  reaction  space  has

provided valuable insights into intricate reaction networks. Here, we introduce ab

initio hyperreactor  dynamics,  which enables  rapid  screening of  the  accessible

chemical  space from a given set  of  initial  molecules,  predicting new synthetic

routes that can potentially guide subsequent experimental studies. Inspired by the

computational  nanoreactor  introduced by Martínez and coworkers [1],  ab initio

molecular dynamics simulations of a periodically contracting spherically-confined

molecular  system are  enhanced by  different  hyperdynamics  bias  potentials  to

increase reactivity [2]. Hereby, mild conditions are employed to circumvent the

problem of thermal decomposition of products as observed before [3].

The advantages and flexibility of the hyperreactor approach are first showcased

on an HCN toy model, where the interplay between the two biasing strategies is

investigated and excellent temperature control is achieved. Furthermore, we apply

this method to prebiotic systems on the formation of glycinal and acetamide in

interstellar  ices [4],  as well  as on an aqueous non-enzymatic DNA nucleoside

synthesis [5], and retrieve results in line with recent experimental findings.

Literature:

[1] Wang, L. P.; Titov, A.; McGibbon, R.; Liu, F.; Pande, V. S.; Martínez, T. J.
Nature Chem. 2014, 6, 1044–1048.
[2]  Stan-Bernhardt,  A.;  Glinkina,  L.;  Hulm,  A.;  Ochsenfeld,  C.  ACS Cent.  Sci.
2024, 10, 302–314.
[3] Stan, A.; von der Esch, B.; Ochsenfeld, C.  J. Chem. Theory Comput.  2022,
18, 6700–6712.
[4] Marks, J. H.; Wang, J.; Kleimeier, N. F.; Turner, A. M.; Eckhardt, A. K.; Kaiser,
R. I. Angew. Chem. Int. Ed. 2023, 62, e202218645.
[5] Teichert, J. S.; Kruse, F. M.; Trapp, O. Angew. Chem. Int. Ed. 2019, 58, 9944–
9947.
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Prof. Dr. F. Dean Toste, UC Berkeley, Latimer Hall, Berkeley, CA 94720, USA 

 

Developing multi-charge and spin stabilization strategies is fundamental to 

enhancing the lifetime of functional organic materials, particularly for long-term 

energy storage in multi-redox organic redox flow batteries. Current approaches are 

limited to incorporating electronic substituents to increase or decrease the overall 

electron density or bulky substituents to shield reactive sites sterically. [1, 2] To 

further expand the general molecular toolbox, we introduce regioisomeric 

engineering as a novel charge and spin stabilization strategy that considers the 

electronic and steric contributions from all substituents based on their relative 

placements within a conjugated system. 

 

Density functional theory (DFT) calculations reveal that the strategy operates by 

redistributing the charge and spin density while also highlighting the critical role of 

aromaticity in charge stabilization. Moreover, we propose Gimarc’s rule of 

topological charge stabilization (TCS) [3] to be a computationally simple yet 

insightful tool for qualitatively assessing the relative stabilities of positional 

regioisomers in near-planar π-systems for future studies targeting optimal battery 

design. Finally, our computational analysis of potential decomposition pathways 

challenges current state-of-the-art conformational workflows, indicating issues 

related to the conformational sampling of large, bulky systems. 

 

Literature: 
[1] B. Tang, J. Zhao, J. F. Xu, X. Zhang, Chem. Sci. 2020, 11, 1192. 
[2] K. Kato, A. Osuka, Angew. Chem. Int. Ed. 2019, 58, 8978. 
[3] B. M. Gimarc, J. Am. Chem. Soc. 1983, 105, 1979. 
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Transcorrelated Embedding for Molecular and Periodic

Systems

Johannes Hauskrecht1), Denis Usvyat2) and Daniel Kats1)

1) Max Planck Institute for Solid State Research, Heisenbergstr. 1, 70569 Stuttgart, Germany
2) Institut für Chemie, Humboldt-Universität zu Berlin, Brook-Taylor-Str. 2, 12489 Berlin, Germany

We present a transcorrelated embedded fragment model to treat local defects inside molecular and

periodic systems. The fragment itself is defined as a set of localized occupied and virtual orbitals

corresponding to a Hatree-Fock solution. These orbitals serve as the basis for the in-fragment

post-HF treatment. The Jastrow factor for the transcorrelated method is optimized for the full

system, which means that some part of the electronic correlation is already incorporated into

the effective embedding field of the fragment, which makes our approach a high-level embedding

method.

As an application of the embedded fragment approach, we investigate the dissociation of a

fluorine atom within fluorinated cyclohexane and within a fluorinated graphane sheet. We use

the Distinguishable Coupled Cluster method with doubles and triples as post-HF method. Both

systems have substantial amount of dynamic and static correlation, which is typical for real defects.

In particular, we investigate and compare the behavior of the dissociation curves in dependency on

the fragment sizes between low-level Hatree-Fock embedding and our high-level transcorrelated

embedding.

1
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Size Consistency and Transcorrelation

J. P. Haupt, Stuttgart/DE, E. M. C. Christlmaier, Stuttgart/DE, P. López Ríos, 
Stuttgart/DE, N. Bogdanov, Stuttgart/DE, D. Kats, Stuttgart/DE, A. Alavi, Stuttgart/DE

Jacobus Philip Haupt, Max Planck Institute for Solid State Research, Heisenbergstraße 
1, 70569 Stuttgart/DE

The transcorrelated method (TC) is applied in the context of strongly multi-reference 
regimes, in particular for the description of bond breaking in N2. We find modifications 
to the approach are needed for the stretched geometries, both to the choice of the form 
of the Jastrow factor J and to the Slater expansion |D0 . By using the wave function⟩  
calculated  from a  (size-consistent)  ab  initio  post-Hartree-Fock  method  such  as  full 
configuration interaction quantum Monte Carlo (FCIQMC) as |D0  then using the same⟩  
method on the TC Hamiltonian, we find our calculations to be highly accurate.

[1] S. F. Boys and N. C. Handy, Proc. Roy. Soc. A. 1969, 310, 63.
[2] A. J. Cohen, H. Luo, K. Guther, W. Dobrautz, D. P. Tew, and Ali Alavi, J. Chem. 
Phys.  2019, 151, 061101.
[3] J. P. Haupt, S. M. Hosseini, P. López Ríos, W. Dobrautz and A. Alavi, J. Chem. 
Phys. 2023, 158, 224105.
[4] E. M. C. Christlmaier, T. Schraivogel, P. López Ríos, A. Alavi, and D. Kats, J. Chem. 
Phys. 2023, 159, 014113.
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Philipp Baltruschat, Universität Hamburg, Luruper Chaussee 149, 22761 Hamburg/DE 

 

Semi-empirical methods like Parameterization Method 6 (PM6) are valued for their 
efficiency in computational speed compared to ab initio methods such as Density 
Functional Theory (DFT). Using empirical data from diverse molecules, these methods 
offer broad applicability but may lack accuracy for particular chemical structure classes 
and properties. We aim to enhance the accuracy of semi-empirical methods by optimizing 
their parameters to more closely align with specific molecular properties, with a particular 
focus on a dataset consisting of dicopper complexes. [1,2] 

By using DFT calculations as a reference, we explore different local and global 
optimization algorithms like the Nelder-Mead method or the Basin Hopping algorithm, 
which are tested for their efficiency and performance in fine-tuning the semi-empirical 
parameters. 

We also consider that this tailored approach, while significantly improving PM6's 
performance on targeted properties, may alter its accuracy on other attributes not 
considered in the parameter adjustment. [3] 

This investigation not only advances the understanding of parameter optimization in 
semi-empirical methods but also contributes to the broader effort of creating training sets 
for machine learning approaches with optimized semi-empirical parameters. 

[1] Stewart, James JP. "Optimization of parameters for semiempirical methods V: 
Modification of NDDO approximations and application to 70 elements." Journal of 
Molecular modeling 13 (2007). 

[2] Bosia, Francesco, et al. "Ultra-fast semi-empirical quantum chemistry for high-
throughput computational campaigns with Sparrow." The Journal of Chemical Physics 
158.5 (2023). 

[3] Dral, Pavlo O., O. Anatole von Lilienfeld, and Walter Thiel. "Machine learning of 
parameters for accurate semiempirical quantum chemical calculations." Journal of 
chemical theory and computation 11.5 (2015). 
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Theoretical Investigation of Grignard Addition to Ketones with X-ray
Spectroscopy

L. Restaino, Stockholm/SE, R. Mincigrucci, Trieste/ITA, 
M. Kowalewski, Stockholm/SE

L. Restaino, Stockholm University, AlbaNova University Centre,
106 91 Stockholm/SE

The addition of Grignard reagents to ketones is a well-established organic reaction, that
is used to create to C-C bond. Nevertheless, a comprehensive understanding of its
mechanism and its details is only beginning to emerge. X-ray spectroscopy is a special
tool  for  distinguishing between competing pathways,  due to  its  high selectivity  and
sensitivity. 
We studied the concerted mechanism of  the addition of  methylmagnesium chloride
(CH3MgCl) to acetone in tetrahydrofuran with X-ray spectroscopy. We have simulated
the  spectra  of  different  molecules  in  solution.  We  employed  electronic  structure
methods to calculate the X-ray absorption spectra at the Mg K- and L1-edges, and the
X-ray  photoelectron  spectra  at  the  Mg  K-edge,  for  a  range  of  organomagnesium
species. These species coexist in solution as a result of the Schlenk equilibrium. 
The simulated spectra reveal that individual species can be distinguished throughout
the different stages of the reaction. Each species exhibited a distinctive spectral feature
that can be used as a characteristic marker in solution. Furthermore, the absorption
and  photoelectron  spectra  consistently  demonstrated  a  blue  shift  as  the  reaction
progressed from reagents to products. 

Figure 1. Correlation between the ΔKohn-Sham/B3LYP binding energies (eV) of Mg 1s
electron and the local partial charge on magnesium for different species in solution.
Dashed  lines  indicate  Δ  binding  energies  reported  in  bold.  M  indicates  starting
structures. I intermediates of reaction, P products, and d indicate dimers.
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Investigating the impact of proton irradiation on organic
semiconductor PTCDA

Chieh-Min Hsieh, Bremen, Germany
Tim Neudecker, Bremen, Germany

Leobener Strasse 6, 28359 Bremen, Germany

Proton irradiation can damage materials in several ways. High-velocity protons eject
atoms from crystals, creating defect sites, breaking chemical bonds, forming blisters, and
causing amorphization and embrittlement of the material. [1–3] This study investigates
the effects of proton irradiation on the organic semiconductor PTCDA, aiming to under-
stand the underlying mechanisms of damage and degradation. Key questions addressed
include: (i) How can different simulation approaches be combined to develop a compre-
hensive physical model of proton interaction with materials? (ii) What are the key degra-
dation mechanisms of materials exposed to proton radiation? (iii) How can proton mobility
in materials be evaluated using simulation tools, and how does it contribute to strain in
materials? To answer these questions, we utilized several simulation methods, including
molecular dynamics (MD) and ab initio molecular dynamics (AIMD) for analyzing dynamic
behavior, density functional theory (DFT) for modeling structure and spectroscopic prop-
erties, Stopping and Range of Ions in Matter (SRIM) [4] for examining ion interactions and
damage to materials, and the Judgement of Energy DIstribution (JEDI) [5, 6] anaylsis for
assessing strain energy induced by impacting protons.

References

[1] K. Nordlund, S. J. Zinkle, A. E. Sand, F. Granberg, R. S. Averback, R. E. Stoller, T.
Suzudo, L. Malerba, F. Banhart, W. J. Weber, F. Willaime, S. L. Dudarev, D. Simeone,
Journal of Nuclear Materials 2018, 512, 450–479.

[2] M. Sznajder, U. Geppert, M. R. Dudek, npj Materials Degradation 2018, 2.
[3] T. Shi, Q. Peng, Z. Bai, F. Gao, I. Jovanovic, Nanoscale 2019, 11, 20754–20765.
[4] J. F. Ziegler, M. D. Ziegler, J. P. Biersack, Nuclear Instruments and Methods in

Physics Research Section B: Beam Interactions with Materials and Atoms 2010,
268, 1818–1823.
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A New Approach to Study the Bonds in [1.1.1]Propellane with Probability 

Density Analysis 
 

M. V. Heinz, Aachen/DE, A. Lüchow, Aachen/DE 
 

Michel V. Heinz, RWTH Aachen University, Landoltweg 2, 52074 Aachen/DE 
 
The singlet state of [1.1.1]propellane is energetically favored over its triplet state. 
Various explanations for this phenomenon have emerged over the years. Some argue, 
based on valence bond theory, that the stabilization originates from a central bond 
between the bridgehead carbon atoms.[1] Others, using molecular orbital approaches, 
attribute this effect to π-bonds along the wing bonds rather than a σ-bond.[2] 
 
Using probability density analysis, the electron positions that locally maximize the 
many-electron probability density |Ψ|², as well as the exchange paths connecting 
these maxima, are investigated. Recently, two-center two-electron bonds have been 
studied and explained by the exchange of two opposite spin electrons.[3] Analyzing 
the local maxima and exchange paths in singlet and triplet [1.1.1]propellane revealed 
multiple differences between the two systems. Different electron arrangements that 
locally maximize |Ψ|² and different spin correlations for these arrangements are 
observed in the singlet case compared to the triplet case. Additionally, the exchange 
paths connecting these maxima differ. In singlet [1.1.1]propellane, highly unusual 
concerted pairwise electron exchanges involving up to six electrons can be observed, 
which is not the case for the triplet wave function. Understanding these differences 
helps explain the origin of the stabilization of the singlet state over the triplet state. 
 
[1] Shaik, S., Chen, Z., Wu, W., Stanger, A., Danovich, D. and Hiberty, P.C., Chem. 
Phys. Chem. 2009, 10, 2658-2669. [2] R. Laplaza, J. Contreras-Garcia, F. Fuster, F. 
Volatron, P. Chaquin, Chem. Eur. J. 2020, 26, 6839. [3] Heinz, M. V., Reuter, L., 
Lüchow, A., Chem. Sci. 2024,15, 8820-8827. 
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We investigate the structure of self-assembled monolayers (SAMs) of functionalized N-
Heterocyclic carbenes (NHCs) on the Au (111) surface by means of density functional 
theory (DFT) calculations employing periodic boundary conditions. NHC SAMs are 
promising candidates for the selective functionalization of metal surfaces in applications 
such as semiconductor manufacturing via area selective atomic layer deposition. 
We investigate the monomer adsorption motif of an NHC using PBE+D4 in a slab 
approach and find good agreement with the known experimental and theoretical 
observations of adatom bound NHCs on Au (111). [1,2] Systematic screening of possible 
dimer positions reveals the interplay of attractive dispersive (NHC-NHC) and electronic 
(adatom-adatom) interactions, contrary to chemical intuition, focusing on steric repulsion. 
Challenged by experimental observations, we use the obtained dimer configurations in a 
range of experimentally derived surface cells to understand the long-range order of the 
SAM. A dimer-stacking motif, represented by a tetramer unit cell packing exhibits a 
distinctive pattern, reproducing experimental STM results. 

Left: Experimental STM picture of NHC on Au(111). Right: Simulated STM picture of 
dimer stacking using a tetramer unit cell. 
 
Literature: 

[1] Wang, G.; Rühling, A.; Amirjalayer, S.; Knor, M.; Ernst, J. B.; Richter, C.; Richter, C.; 
Gao, H.-J.; Timmer, A.; Gao, H.-Y.; Doltsinis, N. L.; Glorius, F.; Fuchs, H., Nat. Chem. 
2017, 9 (2), 152–156. 
[2] Inayeh, A.; Groome, R.; Singh, I.; Veinot, A. J.; Miranda, C. R.; de Lima, F. C.; 
Miwa, R. H.; Miwa, R. H.; Crudden, C. M.; McLean, A. B., Nat. Commun. 2021, 12 (1), 
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The static dielectric constant is reduced in nanoconfined systems. This phenomenon is 
observed in various different systems, among the most investigated ones being 
nanoconfined water: While bulk water has a high dielectric constant (around 80 at 
ambient conditions), its value decreases to 2 in channels with a height of 1 nm. [1] 
Experimental measurements of dielectric constants of nanoconfined systems are known 
to be challenging. Therefore, Molecular Dynamics (MD) simulations are a valuable tool 
for interpreting experimental results. In order to calculate the dielectric constant, it is 
required to obtain either the polarization or the total dipole moment of the water 
molecules for each simulation step. The simulations can either be performed at zero 
electric field or at zero electric displacement, or at finite values of the electric 
field/displacement; fluctuations of the polarization are used in the former and the variation 
of polarization in the latter cases for the computation of the permittivity. [2] Depending on 
these electrostatic boundary conditions, simulation times between hundreds of 
picoseconds or even microseconds are cited in the literature in order for the static 
dielectric properties to converge. [3,4] Hence, careful evaluation of simulation 
parameters like simulation time, choice of thermostat, water concentration, or the 
simulation box size is needed. Apart from the required large configuration samplings 
which especially impose a challenge for quantum mechanical based MD simulations, 
further problems arise due to various existing definitions of the confined water volume 
which has a huge influence on the calculated permittivity. [5] The aim of this work is to 
evaluate the impact of the different parameters on such computations, and to propose 
an outlook on possible solutions for the stated challenges. 

 

Literature: 
[1] L. Fumagalli et al., Science 2018, 360, 1339–1342. [2] C. Zhang, M. Sprik, Phys. 
Rev. B 2016, 93, 144201. [3] T. Dufils et al., Chem. Sci. 2024,15, 516-527. 
[4] J.-F. Olivieri, J. T. Hynes, D. Laage, J. Phys. Chem. Lett. 2021, 12, 17, 4319–4326. 
[5] P. Loche et al., J. Phys. Chem. B 2020, 124, 21, 4365–4371. 
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University, 04103 Leipzig, Germany 

 

The concept of chemical bonding stands is central for the discussion of properties and 
reactivity in chemistry. As chemical bonding is an inherently quantum mechanical effect, 
analyses naturally focus on the electronic structure of molecules and materials. However, 
for light nuclei, the quantum nature of the positively charged nucleus can play a significant 
role. The quantum nature of nuclei influences the chemical bonding properties which is 
the focus of this study. Hydrogen isotope effects predominantly emerge due to variations 
in atomic mass when moving from hydrogen (1.0073 u) to deuterium (2.0141 u) to tritium 
(3.0160 u). Thus, hydrogen isotope substitution leads to a change in the stretch 
vibrational frequencies ( (H2): 4161.2 cm-1,  (HD): 3632.2 cm-1 and  (D2): 2993 cm-1) 
and consequently a change in ZPE [1], which is given as E(ZPE) = ½ h . This means 
that isotope substitution directly impacts the strength of the bonding. 

We studied hydrogen isotope effects (HIEs) on molecular geometries and chemical 
bonding in charge inverted hydrogen bonded (CIHB) and dihydrogen bonded (DHB) 
systems by substituting hydrogen (H) with deuterium (D) and tritium (T). We applied 
nuclear electronic orbital-density functional theory (NEO-DFT) [2] to capture nuclear 
quantum effects and energy decomposition analysis (EDA) methods to analyze the 
changes in electronic structure due to geometric isotope effects. For all complexes, the 
intermolecular as well as intramolecular distances gradually decrease with heavier 
hydrogen isotope substitution. In the case of boron clusters interacting with AlH3, HF and 
NH3 the major stabilizing contributions comes from the electrostatic interaction while in 
case of carbene it is the orbital contribution. In most of the complexes, isotope 
substitution enhances the electrostatic as well as orbital contribution but at the same time 
cause sufficient large increase in the Pauli term which overcompensate the above 
mentioned two stabilizing contributions resulting in the destabilization of the overall 
interaction energy. Natural orbital for chemical valence (NOCV) deformation densities 
show the charge depletion from the partially negative charge hydrogen side towards the 
vacant orbital on the neighboring molecule in CIHB systems which confirms the formation 
of CIHB. 

References: 
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Effect of attosecond electronic coherences on conical-intersection dynamics in 
core-excited states 

E. Rodriguez-Cuenca, Heidelberg/DE. A. Picón, Madrid/ES. S. Oberli, Lausanne/CH.        
A. Kuleff, Heidelberg/DE. O.Vendrell, Heidelberg/DE. 

Theoretische Chemie, PCI, Universität Heidelberg, Im Neuenheimer Feld 229, D-69120 
Heidelberg, Germany 

We propose to exploit the novel  X-ray attosecond pump-probe capabilities at X-

ray free electron laser facilities [1] to explore the influence of electronic coherences on 
few-femtosecond conical-intersection dynamics of core-excited states in fluoroacetylene 
(FCCH). X-ray attosecond pulses will be used to excite coherent superpositions of carbon 
(1s)-excited resonances, and the ensuing dynamics will be probed by attosecond X-ray 
photoelectron spectroscopy using probe pulses. By preparing coherent superpositions of 
resonances, the effect of attosecond electronic coherences on conical-intersection 
dynamics will be studied. By shifting the photon energy of the pump pulse, electronic 
control over the branching ratios of the electronic relaxation processes will be investigated. 
Whereas conical-intersection dynamics have been probed over a broad range of time 
scales, the effects of electronic coherences and electronic coherent control have so far 
remained elusive. For this purpose, we make use of high-level ab-initio calculations 
together with a full quantum treatment of the non-adiabatic dynamics using the multi-
configurational time-dependent Hartree (MCTDH) method [2] . This procedure opens new 
perspectives in controlling chemical dynamics on electronic time scales. 

[1] Guo, Z., Driver, T., Beauvarlet, S., Cesar, D., Duris, J., Franz, P.L., Alexander, O., 
Bohler, D., Bostedt, C., Averbukh, V. and Cheng, X., 2024. Experimental demonstration of 
attosecond pump–probe spectroscopy with an X-ray free-electron laser. Nature Photonics, 
pp.1-7. 

[2] Meyer, H.D., Manthe, U. and Cederbaum, L.S., 1990. The multi-configurational time-
dependent Hartree approach. Chemical Physics Letters, 165(1), pp.73-78.
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Charge transfer mechanisms in singlet fission donor-acceptor complexes

K. S. Thalmann, Freiburg/DE, P. B. Coto, Donostia-San Sebastián/ES,
M. Thoss, Freiburg/DE

Karin S. Thalmann, Institute of Physics, University of Freiburg, Hermann-Herder-Str. 3, 
79104 Freiburg/DE

The spin-allowed photophysical process of singlet fission (SF) in organic materials has 
the ability to multiply charge carriers by transforming a singlet exciton to two triplet 
excitons [1]. Materials exhibiting SF are thus potential candidates to surpass the 
Shockley-Queisser limit and hence enhance the efficiency of solar cells [2,3]. To 
investigate future applications for energy harvesting, we analyse the charge and energy 
transfer processes in a model dimer system consisting of a SF active molecule based 
on two linked diazadiborine chromophore units [4] and a tetracyanoquinodimethane 
acceptor.

To characterise the charge and energy transfer processes in the donor-acceptor 
complex, we use a combined approach of ab-initio multireference perturbation theory 
techniques and quantum dynamics [5]. Specifically, we perform quantum dynamical 
simulations using a vibronic model Hamiltonian and investigate the charge transfer 
dynamics from the donor to the acceptor molecule. We analyse the influence of vibronic 
coupling on the dynamics as well as the competing transfer mechanisms from the 
initially prepared locally excited state in the donor molecule to the multiexciton or 
charge transfer states. Furthermore, the influence of particular vibrational modes on the 
dynamics is discussed.

Literature:

[1] M. B. Smith, J. Michl, Chem. Rev. 2010, 110, 6891. [2] W. Shockley, H. J. Queisser, 
J. Appl. Phys. 1961, 32, 510. [3] A. J. Baldacchino et al., Chem. Phys. Rev. 2022, 3, 
021304. [4] T. Zeng, J. Phys. Chem. Lett. 2016, 7, 4405. [5] S. R. Reddy, P. B. Coto, M. 
Thoss, J. Phys. Chem. Lett. 2018, 9, 5979.
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The investigation of photochemical dynamics requires quantum chemical methods that 
can accurately describe both ground state and electronically excited states, as well as a 
framework to enable radiative and nonradiative transitions between them. In our work, 
we employed the complete active space self-consistent field (CASSCF) method together 
with second-order perturbation theory (CASPT2) or spin-orbit multireference configu-
ration interaction (CASSCF/SO-MRCI), combined with trajectory surface hopping for the 
inclusion of nonadiabatic effects to accurately simulate photo-isomerisation of cis-
stilbene and photochemical dissociation of cyclobutanone. As the time-resolved 
observables, we predict the time-resolved photoelectron spectrum for the former and 
ultrafast electron diffraction patterns for the latter. 
 

The cis-stilbene molecule was studied using the state-averaged extended multistate 
CASPT2 method. Our simulation reproduces the experimental time-resolved photo-
electron spectrum (cf. Fig. 1) and identifies an ultrafast ring closure reaction of cis-
stilbene, apart from the well-known cis–trans isomerisation. For the cyclobutanone 
molecule, which has been studied in the frame of the “Prediction Challenge: Cyclo-
butanone Photochemistry”, the state-averaged CASSCF/MRCI method was employed. 
By including spin-orbit coupling and modifying the surface hopping equation to allow 
intersystem crossing, we demonstrate, contrary to the interpretation of some experi-
mental results, a minimal impact of triplet states on the photodynamics of cyclobutanone 
excited to its 3s Rydberg state. To enable a direct comparison to future experiments, we 
simulate the gas phase ultrafast electron diffraction patterns (cf. Fig. 2). 
 

 
Fig. 1: (a) Experimental and (b) simulated 
time-resolved photoelectron spectrum of 
cis-stilbene.[1] 

 
Fig. 2: (a) Ultrafast electron diffraction 
pattern and (b) difference pair distribution 
function of cyclobutanone.[2] 

 

[1] S. Karashima, X. Miao, A. Kanayama, Y. Yamamoto, J. Nishitani, N. Kavka, 
R. Mitrić, T. Suzuki, J. Am. Chem. Soc. 2023, 145, 3283–3288. 
[2] X. Miao, K. Diemer, R. Mitrić, J. Chem. Phys. 2024, 160, 124309. 
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Computing Accurate Enthalpies for the Efficient Modelling and Prediction of 

High-Entropy Materials

R. Friedrich, Dresden/Germany, S. Curtarolo, Durham/USA

Dr. Rico Friedrich, Technische Universität Dresden, Bergstr. 66c, 01069 Dresden/

Germany

The computational design of ionic materials such as ceramics relies on accurate 
enthalpies. While standard electronic structure approaches based on density functional 
theory can provide quantitatively accurate results for intermetallic compounds, they fail 
to yield a proper description of the thermodynamics of ionic materials such as oxides as 
the mean absolute errors for formation enthalpies are on the order of several hundred 
meV/atom [1]. This hinders the materials design of for instance high-entropy ceramics 
or lower dimensional systems such as 2D oxides.
To address this pressing issue, we have recently developed the coordination corrected 
enthalpies (CCE) method based on the number of cation-anion bonds and the cation 
oxidation states. This correction scheme founded on the bonding topology decreases 
the prediction errors by almost an order of magnitude down to the room temperature 
thermal energy scale of ~25 meV/atom for oxides, halides, and nitrides [1,2]. It is also 
capable of correcting the relative stability of crystal polymorphs. The efficient 
implementation of this scheme into the AFLOW framework for materials design in the 
form of the AFLOW-CCE module [3] enables now the correction of enthalpies in large 
materials databases as well as for the construction of convex hull phase diagrams.
These computational advances are an important enabler for the design of novel high-
entropy materials.  The reliable computational modelling of such systems can be 

realized by the partial occupation algorithm [4] by expanding the disordered system into 

a large set of ordered structures. For the actual design of these compositionally 

complex disordered high-entropy systems, predictive synthesizability descriptors such 

as the disordered enthalpy-entropy descriptor (DEED) [5] are crucial prerequisites. It 

critically relies on the accuracy of the enthalpies of all competing phases within the 

chemical space of interest as provided by the CCE method.

Literature:

[1] R. Friedrich et al., npj Comput. Mater. 2019, 5, 59. [2] R. Friedrich & S. Curtarolo, J. 

Chem. Phys. 2024, 160, 042501. [3] R. Friedrich et al., Phys. Rev. Mater. 2021, 5, 

043803. [4] K. Yang et al., Chem. Mater. 2016, 28, 6484. [5] S. Divilov et al., Nature 

2024, 625, 66 (2024).
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Simulation of Open-Shell Organic Molecular Systems for

Quantum Applications

Robert Toews and Andreas Köhn

Institute for Theoretical Chemistry, University of Stuttgart

Chemical science offers unique possibilities for the introduction of new quantum

devices as it facilitates control over molecular and material properties by structural

design. Utilization of organic molecules for quantum applications is a promising

approach due to readily available resources, ease of fabrication and structural flex-

ibility. The complex nature of quantum processes and the vast number of possible

structures necessitate computer-based simulations to elucidate underlying mech-

anisms and identify suitable molecular structures. This work involves application

of high-level computational methods to study electronic structure and molecular

properties of relevant systems as well as machine learning techniques to further

augment ab initio methods. Undergoing computational investigations comprise the

following topics: bistable molecular systems switchable by an external electric field

[1], design of efficient luminescent radicals to provide an optical interface for quan-

tum architectures and topological engineering of magnetic properties in molecular

graphenoids.

+

polar nonpolar

-

Bistable Molecules Luminescent Radicals Topological Engineering

θ

J
1 J2

[1] Toews, R., Köhn, A. Phys. Chem. Chem. Phys., 2024, DOI: https://doi.org/10.1039/d4cp02247e
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Towards First-Principles Electron—Phonon Coupling in CISS

J. Strauch,   DE-HH  , Prof. Dr. C. Herrmann, DE-HH, Dr. S. Naskar, DE-HH

University of Hamburg, Luruper Chaussee 149, 22761 Hamburg, Germany

Considering charge transport phenomena, a connection of the electronic spin and the

chirality of the conducting medium can be observed. This leads to a preferred spin state

of the electron in e. g. molecular conduction of helical molecules, and is known as the

chiral induced spin selectivity (CISS) effect [1].  Although the underlying mechanism is

not yet fully understood, some experiments show an increase in spin polarization with

increasing temperature, indicating a contribution based on molecular  vibrations [2, 3].

Their effect on molecular conduction can be e. g. studied via inelastic electron tunneling

spectroscopy (IETS), and an approach of Troisi et al. [4] in combination with relativistic

two-component  density  functional  theory  was  used  to  simulate  spin-resolved  IETS

intensities.

Using  a  carbon-based  model  helix,  helicity-dependent  IETS  spin  polarizations  are

visible  with  polarizations  up  to  ten  times  higher  compared  to  spin  polarizations

emerging from elastic tunneling,  even though at lower transmission intensities. Both

inelastic  and elastic  tunneling spin polarizations show a strong dependency on the

imaginary part  of the molecular effective single-particle Hamiltonian matrix, which is

furthermore  strongly  influenced  by  the  chosen  gold  electrodes.  First  indications  of

correlations  of  vibrational  properties  (like  the  vibrational  frequency  or  the  resulting

change in chirality) and spin polarizations could be observed. However, further steps

towards  more  realistic  systems and  the  calculation  of  a  wider  range  of  vibrational

frequencies is required for a more profound understanding.

  [1] Bloom et al., Chem. Rev. 2024, 124, 1950–1991.

  [2] Das et al., J. Phys. Chem. C 2022, 126, 3257–3264.

  [3] Teh et al., Phys. Rev. B 2022, 106, 184302.

  [4] Troisi et al., J. Chem. Phys. 2003, 118, 6072–6082.
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Analytical nuclear gradients with spin-pure state-averaged HCISCF wave functions
Mihkel Ugandi, Michael Roemelt
HU Berlin, Department of Chemistry, Berlin, Germany

Abstract

Accurate calculations on chemical systems that possess significant static electron correlation pose a
notorious challenge to quantum chemists. The last two decades have witnessed significant efforts to
overcome the steep computational cost of the conventional CASSCF approach.1 This, in turn, has
opened  up  the  possibility  of  performing  geometry  optimizations  with  active  spaces  of
unprecedented size.2 In our previous work, we developed a heat-bath CI3 algorithm that uses orbital
configurations as the building blocks of the wave function (CFG-HCI).4,5 In the spirit of common
SCI approaches, the method bypasses CASSCF's exponential wall by choosing only the important
contributions  to  the  wave function.  A useful  aspect  of  the  CFG-based  implementation  is  spin-
adaptation, which provides wave functions without spin contamination and allows the user to target
specific  spin  states  without  any  concerns  of  ending  up  with  an  unintended  spin  state.  This
presentation  reports  an  extension  of  the  previously  mentioned  work.  We  implemented  the
calculation  of  analytical  nuclear  gradients  and the  non-adiabatic  couplings  with  state-averaged6

CFG-HCISCF wave  functions.  The  results  presented  here  demonstrate  the  performance  of  the
method in geometry optimizations of excited states with active space sizes of around 20 active
orbitals. We focus on assessing the method's accuracy in relation to the time required to perform the
geometry optimization. 

1. J. J. Eriksen, T. A. Anderson, J. E. Deustua, K. Ghanem, D. Hait, M. R. Hoffmann, S. Lee,
D. S. Levine, I. Magoulas, J. Shen et al., J. Phys. Chem. Lett. 2020, 11, 8922–8929

2. A. A. Holmes, N. M. Tubman, C. Umrigar, J. Chem. Theory Comput. 2016, 12,
3674–3680.

3. S. Y. Kim,  J. W Park. J, Chem. Theory Comput. 2023, 19(20), 7260-7272.
4. M. Ugandi, M. Roemelt, J. Comput. Chem. 2023, 44 (31), 2374-2390.
5. M. Ugandi, M. Roemelt, Int. J. Quantum Chem. 2023, 123, e27045.
6. J. Stålring, A. Bernhardsson, R. Lindh, Mol. Phys. 2001, 99, 103–114.
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Simulation of Experimental NMR Signals from Charge Transfer Complexes Using 

Novel Quantum Chemistry Methods 
 

L. Liu, Munich Germany  
 

Prof. Dr. Christian Ochsenfeld, University of Munich (LMU), Butenandtstr. 7, 81377 
Munich Germany 

 
Electron donor acceptor (EDA) complexes of photocatalysts or substrates are essential 

for assembly controlled photocatalysis. As model system for the study, perylene diimide 

(PDI) and its derivatives, shown in Figure 1, are selected as electron acceptor while 

triethylamine (TEA) or tetrakis(dimethylamino)ethylene (TDAE) as electron donor. To 

establish universal and useful links to the experimental observations, both nuclear 

magnetic resonance (NMR) and electron paramagnetic resonance (EPR) related 

properties are computed and analyzed systematically involving a variety of approaches. 

Because experimentally observed chemical shifts in solution are generally a weighted 

average of all possible conformers during the NMR acquisition time, in theoretical 

investigations the statistical distribution of these conformers needs to be determined with 

the help of molecular dynamic simulations. We employ a newer variant of the extended-

system adaptive biasing force (eABF) method [1] that enables enhanced sampling and 

furthermore better prediction of nuclear magnetic resonance shieldings. As an important 

part, this work aims to explore the solvent influences on the electronic distribution and 

molecular properties of the EDA complexes with different solvent models, ranging from 

implicit solvation models to explicit solvation models. 

 

Figure 1: Structure of perylene diimide (PDI) molecule with potential substituents denoted 

with R 

 

Literature: 

[1] A. Hulm, J. C. B. Dietschreit, C. Ochsenfeld, J. Chem. Phys. 2022, 157, 024110. 
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SIMaL – Building custom Descriptors for Machine Learning Exchange Spin 
Coupling made easy 

 

E. Hahn Hamburg/DE, L. Veddeler Hamburg/DE, M. Deffner Hamburg/DE, J. Proppe 
Braunschweig/DE, C. Herrmann Hamburg/DE 

 

Institute of Inorganic and Applied Chemistry, University of Hamburg, Luruper 
Chaussee 149, 22761 Hamburg 

 

Exchange coupling between unpaired electrons plays a crucial role in determining the 
magnetic properties of molecules, e.g., dinuclear copper(II) complexes, deciding their 
usability as molecular magnets in fields such as molecular spintronics or quantum 
technologies as well as for describing the catalytic reactions of actives sites within 
certain metalloenzymes [1,2]. Machine learning models based on Gaussian Process 
Regression have proven capable of predicting the strength of the exchange spin 
coupling, expressed via the Heisenberg exchange coupling constant J, within small 
subsets of dinuclear copper complexes [3,4].          
Custom, property-tailored descriptors (numerical representations of chemical 
structures) can outperform off-the-shelf descriptors by capturing the essential 
correlations between the structure and the desired property in a low-dimensional and 
easy-to-compute feature vector [4,5]. However, creating custom descriptors can be 
difficult and time-consuming for datasets that exhibit a high degree of structural 
diversity, as the process of automatic feature extraction needs to be consistent across 
different structure types. Additionally, as with the prediction of exchange-spin coupling, 
the extent of feature-property correlation is different for different structure types 
(differently bridged complexes, different bridging ligands) with some structure types 
requiring different descriptors.            
In this contribution, we will present the essential features of SIMaL 
(Structural Information for Machine Learning) in the context of predicting exchange 
spin coupling. SIMaL is a python library that aims to streamline the construction of 
custom, structure-derived descriptors by making the process of feature extraction 
intuitive, user-friendly and applicable to a wide range of organic and inorganic 
compounds.  

[1] E. Coronado, Nat. Rev. Mater. 2020, 5, 87-104.         
[2] C. Herrmann, L. Yu, M. Reiher, J. Comput. Chem. 2006, 27, 1223-1239.    
[3] T. Steenbock, J. Tasche, A. Lichtenstein, C. Herrmann, J. Chem. Theory Comput. 
2015, 11, 5651-5664.                                         
[4] P. Bahlke, N. Mogos, J. Proppe, C. Herrmann, J. Phys. Chem. A 2020, 124, 42, 
8708-8723.              
[5] M. Deffner, P. Weise, H. Zhang, M. Mücke, J. Proppe, I. Franco, C. Herrmann, J. 
Chem. Theory Comput. 2022, 19 (3), 992-1002. 
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At the Crossroads of Experiment and Theory:

Revealing reaction mechanisms in molecular photodevices

M. Hartinger, Erlangen/GER, H. Dube, Erlangen/GER, C. Müller, Erlangen/GER

Martina Hartinger, Friedrich-Alexander-Universität Erlangen-Nürnberg, Computer-Chemistry-Center,

Nägelsbachstraße 25, 91052 Erlangen

In the realm of photochemistry, light-sensitive molecular structures, with the ability to undergo

reversible changes in structural and electronic properties upon exposure to light, have captivated the

scientific community. Among them, photoswitches and -motors stand out as versatile agents, capable

of transforming light energy into mechanical motion, which leads to numerous potential applications

across a broad spectrum including nanotechnology,[1] catalysis,[2] and drug delivery.[3] The quest for

precise control over these light-induced processes necessitates unraveling the complex pathways of

excited-state phenomena, however to date, the mechanisms driving their functionality remain partially

obscured. The challenging task of elucidating photoreaction mechanisms can rarely be accomplished

solely through experiments or theory due to the weaknesses inherent in both approaches:

Experimental-spectroscopic studies of photoreaction mechanisms reveal information about electronics

and can give hints on the structural changes involved, but owing to the ultrafast nature of light-induced

processes and reactions, an experimental atomistic resolution of the structure of electronically excited

states is in many cases unfeasible. Quantum chemical calculations have emerged as indispensable

tools, yielding structural details at in principle every point of interest. Thus, they offer insights into

molecular structure-property relationships, complementing experimental results. On the downside,

they are typically limited to investigating the evolution of the system within a few picoseconds.

This results in a dynamic interplay where experiments and theory profoundly enhance each other.

Therefore, the spotlight of this work is on how to expediently harness the potential that lies in

intertwining computational and spectroscopic methods allowing to elucidate photoreaction mecha-

nisms. Specifically, we showcase example molecules from the compound class of photoswitches[4] and

photomotors[5] undergoing light-induced E/Z isomerization and directional rotation, respectively.

[1] J. E. Green et al., Nature 2007, 445, 414–417, DOI 10.1038/nature05462.

[2] A. Ghorbani-Choghamarani, Z. Taherinia, RSC Advances 2022, 12, 23595–23617, DOI 10.1039/D2RA03842K.

[3] P. Kobauri et al., Angewandte Chemie International Edition 2023, 62, e202300681, DOI 10.1002/anie.202300681.

[4] L. Köttner et al., Angewandte Chemie International Edition 2023, 62, e202312955, DOI 10.1002/anie.202312955.

[5] A. Ozcelik et al., Preprint, DOI 10.21203/rs.3.rs-3660237/v1.
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Multi-Level Fragmentation Schemes for Proteins

K. Rüther, Hannover/DE, K. Bunge, Hannover/DE, J. Hellmers, Hannover/DE,
C. König, Hannover/DE

Katharina Rüther, Leibniz University Hannover, Callinstr. 3A, 30167 Hannover, DE

The accurate calculation of system properties like energetics, thermochemical and
optical properties is a central objective in theoretical and computational chemistry.
While these calculations can be achieved for small- to medium-sized molecules using
ab initio quantum chemistry, supermolecular quantum-chemical calculations for big
molecules are not computationally feasible.[1] Energy-based fragmentation methods
offer an efficient way to achieve accurate quantum chemical calculations for even
large biomolecules like proteins. Many of these schemes exist[1–4], though numeric
comparisons are rare. To enable a flexible and simple application of different methods,
some of us developed a novel general fragmentation formalism.[2] It incorporates most
existing fragmentation expansions and allows for the formulation of novel schemes.
It includes single- and multi-level schemes, as well as recently also an electrostatic
embedding of the fragments in point charges of the whole system.

The aim of this study is to evaluate the energies of proteins using three fragmen-
tation methods, namely the molecular fractionation with hydrogen caps[2], the pair-
pair approximation to the generalized many-body expansion[3] and the molecules-in-
molecules approach[4] within the common framework. We find that the molecular frac-
tionation with hydrogen caps is the best compromise between accuracy and compu-
tational cost, while methods using electrostatic embedding lead to the most accurate
results for all three fragmentation schemes.

[1] J. M. Herbert, The Journal of Chemical Physics 2019, 151, 170901.

[2] J. Hellmers, C. König, The Journal of Chemical Physics 2021, 155, 164105.

[3] J. Liu, J. M. Herbert, Journal of Chemical Theory and Computation 2016, 12,
572–584.

[4] N. J. Mayhall, K. Raghavachari, Journal of Chemical Theory and Computation
2011, 7, 1336–1343.
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Reliable density functional theory (DFT) methods for the electronic structure at organic-
semiconductor interfaces are crucial for the prediction of charge injection efficiencies in 
organic dye-sensitized solar cells (DSSCs). The main characteristic of metal-free organic 
sensitizers is their highly conjugated donor-π-acceptor (D-π-A) structure resulting in 
strong charge-transfer excited states.  
We assess flexible hybrid functionals with special emphasis on local hybrids with and 
without additional range-separation for DSSC model systems. The central element of 
local hybrids is a local mixing function (LMF), which is introduced to control the amount 
of exact exchange at each point in space. The underlying idea of range-separation can 
be combined with local hybrids in different ways. In hybrids with local range-separation 
(LRS) the normally constant range-separation parameter ω is replaced by a density-
dependent range-separation function.1 The local mixing of short- and long-range 
exchange by an LMF leads to a range-separated local hybrid (RSLH).2 
In this work, absorption spectra of free dyes and dyes adsorbed on a sizeable (TiO2)38 
cluster were calculated with different exchange-correlation hybrid functionals. We 
highlight the importance to allow excitations from all occupied orbitals, instead of only the 
highest, to avoid artificial blue shifts and lower oscillator strengths. Energy level 
alignments for the ground- and excited state confirm previous findings of the reversed 
level alignment in the excited state with the CAM-B3LYP functional.3 Comparison of the 
linear response time-dependent DFT (TDDFT) with the Tamm-Dancoff approximation 
(TDA) deliver comparable spectra and level alignments. Moreover, we calculate the 
fundamental band gap of various TiO2 cluster sizes, using G0W0 calculations as a 
reference. Our results indicate that the band gap of the TiO2 cluster is significantly larger 
than the anatase TiO2 bulk gap of 3.2 eV and increases with decreasing cluster size. In 
conclusion, range-separated functionals perform well for D-A dyes and band gaps of TiO2 
clusters but show unphysical level alignment at the TDDFT level.  
 
Literature: 

1. Brütting, M., Bahmann, H. & Kümmel, S. J. Chem. Phys. 156, (2022). 

2. Fürst, S., Haasler, M., Grotjahn, R. & Kaupp, M. J. Chem. Theory Comput. (2022)  

3. Gemeri, D., Tremblay, J. C. & Bahmann, H. Adv. Quantum Chem. 2468, (2023). 
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Jumping between Layers - Vacancy Dynamics in Ceria Nanoparticles for CO2 and  

Beyond 
 

F. Keller, Zurich/CH, M. Iannuzzi, Zurich/CH 
 

Florian Keller, University of Zurich, Winterthurerstrasse 190, 8057 Zurich - Switzerland 
 
The recent increase in global greenhouse gas emissions and their impact on global 
warming necessitates the development of innovative solutions for greenhouse gas 
reduction.[1,2] Our poster focuses on the advancements of ceria-based catalysts for 
the electrochemical CO2 reduction into long-term stable products, beyond conventional 
short-term solutions such as fuels and solvents, to achieve effective and lasting Carbon 
Capture, Conversion, and Storage (CCCS). We demonstrate the potentials of ceria 
particles for the use in CCCS methods for CO2 reduction reactions (CO2RR). Although 
metal oxide materials are well studied the general theory on oxygen transport and 
vacancy dynamics on surfaces is still widely unexplored. Our work aims to provide 
deeper insights into the behavior of vacancies to address the critical questions of when, 
why, and how vacancy patterns form on surfaces. By utilizing kinetic Monte-Carlo 
simulations and nudged elastic band calculations in a large scale, we investigate the 
dynamics of vacancies on ceria surfaces over 50 hours of real-time to assess their 
potential in CO2RR for CO and post-CO products. The obtained data from our 
simulations are used for machine training to study general descriptors for vacancy 
dynamics in metal-oxides. 
 
Literature: 

[1] P. Friedlingstein et al., Earth System Science Data, 2022, 14, 4811–4900. 
[2] D. Lüthi, M. L. Floch, B. Bereiter, T. Blunier, J.-M. Barnola, U. Siegenthaler, D. 
Raynaud, J. Jouzel, H. Fischer, K. Kawamura and T. F. Stocker, Nature, 2008, 453, 
379–382. 
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Machine Learning Angular Overlap Model Parameters

F. Scherz, Darmstadt/GER, S. Binder, Darmstadt/GER, J. Proppe, Braunschweig/GER,
V. Krewald, Darmstadt/GER

Frederik Scherz, TU Darmstadt, PeterGrünbergStr. 4, 64287 Darmstadt, Germany

The Angular Overlap Model (AOM) is a conceptual framework within Ligand Field Theory
(LFT), enhancing our understanding of the directional characteristics of metalligand in
teractions.[¹,²] The AOM takes into consideration the degree of orbital overlap and hence
the strength of these interactions. Originally, LFT was developed to analyze experimen
tal electronic spectra, helping to correlate dorbital splitting energies with observed tran
sition energies. With  the advent of  the ab  initio  ligand  field  theory  (aiLFT) module as
implemented  in  the ORCA software package, a more detailed analysis  is possible.[³,4]

This module allows the fitting of an ab initio complete active space selfconsistent field
(CASSCF) wavefunction to the one and twoelectron ligand field matrices, the oneelec
tron matrix of which is used for the AOM parameterization.[5,6]

However, a significant challenge in this parameterization is that,  for most coordination
compounds,  the number of AOM parameters  that need  fitting exceeds  the number of
independent variables in the oneelectron ligand field matrix. This results in an underde
termined system where the parameterization is not unique. Machine learning techniques
can be employed to establish a relationship between local metalligand features and the
AOM parameters. This approach promises to overcome the underdetermined fitting pro
cedure, with another advantage being its applicability to various coordination geometries
as it predominantly relies on metalligandfocused features. Once trained, the model can
predict AOM parameters based solely on structural information, without requiring explicit
highlevel calculations beforehand.

Literature
[1] C. E. Schäffer, C. K. Jørgensen, Mol. Phys. 1965, 9, 401–412.

[2] L. Vanquickenborne, A. Ceulemans, Coord. Chem. Rev. 1983, 48, 157–220.

[3] M. Atanasov, D. Ganyushin, K. Sivalingam, F. Neese, Molecular Electronic Structures
of Transition Metal Complexes II 2011, 143, 149–220.

[4] L. Lang, M. Atanasov, F. Neese, J. Phys. Chem. A 2020, 124, 1025–1037.

[5] M. Buchhorn, R. J. Deeth, V. Krewald, Chem. Eur. J. 2022, 28, e202103775.

[6] M. Buchhorn, V. Krewald, J. Comput. Chem. 2024, 45, 122–134.
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Abstract 

Cross-coupling reactions constitute an important class of reactions in synthetic organic 
chemistry. However, the efficiency and cost of catalysts/reagents often represent 
critical impediments to the commercialization of these reactions. The conventional 
approach to catalyst discovery, based on empirical methods, makes the process both 
time-consuming and expensive. Henceforth, given the urgent need for developing more 
sustainable and economical methodologies, the integration of machine learning with 
advanced computational power has notably accelerated advancements in predictive 
modeling for organic reactions. This study explores the application of Graph Neural 
Networks (GNNs) for predicting the yield of transition metal-catalyzed cross-coupling 
reactions. We investigated several GNN architectures, including Graph Attention 
Networks (GATs), Graph Convolutional Networks (GCNs), Graph Isomorphism 
Networks (GINs), and GraphSAGE, to predict chemical reaction yields through graph-
based representations of molecular structures. The dataset consists of 4825 diverse 
cross-coupling reactions, catalyzed by various transition metals like Mn, Fe, Co, Cu, 
Zn, Pd etc. This dataset was pre-processed and encoded using molecular descriptors 
from RDKit. For standardized input encoding, the chemical data was represented in 
SMILES format. The features were then scaled and transformed into graph structures 
using k-nearest neighbors (KNN). Each model was trained and evaluated to assess its 
predictive performance. The GraphSAGE architecture achieved the highest predictive 
accuracy among the tested models, with an R2 value of 0.72 on the test set, 
outperforming other GNN models.  This work demonstrates the effectiveness of GNNs, 
in predicting reaction yields of organic reactions which could thereby reduce the 
dependency on traditional experimental methods, offering a more efficient and reliable 
tool for reaction optimization. 
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CO2 – being an inexpensive and inexhaustible carbon source – is a promising building 
block in organic synthesis [1] whose full potential has not yet been uncovered. C–H 
functionalization with CO2 is a particularly interesting synthetic transformation in this 
context due its high step and atom economy. Different approaches for base-mediated 
carboxylation reactions under mild conditions have been presented in the last years 
[2,3]: After deprotonation of a carbon-centered nucleophile, the addition of CO2 to the 
generated carbanion is performed under mild conditions.  However, the 
thermodynamics of CO2 often do not favor the formation of an adduct.  
We present a data-driven approach based on multivariate linear regression for 
predicting the carbon dioxide affinity, which is defined as the thermodynamic stability 
of carboxylation adducts with carbanions. The three-parameter model takes quantum 
chemical descriptors based on electronic (two) as well as steric (one) properties as 
input. A validation set of nucleophiles not present in the training procedure has been 
designed. An automated prediction workflow sets the reaction up and a prefiltering is 
performed. Nucleophiles passing are subjected to calculations and the CO2 affinities 
are predicted by the model. The best eight predictions in terms of highest adduct 
stability are currently under experimental validation by the group of Matthew S. Sigman 
at the University of Utah. 
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Carbon dioxide (CO2) is a non-exhaustive waste product that can be transformed 
into functional building blocks for value-added chemicals or drugs [1] such as C2-
carboxylated 1,3-azoles. Since only a fraction of the millions of available 1,3-az-
oles are carboxylated in C2-position, this leaves great potential for new research 
in this field by exploring the synthetic accessibility of those compounds and their 
applications as phar-maceuticals, cosmetics, and pesticides.[2] 
Regarding synthetic accessibility, reaction yields are valuable experimental quan-
tities. For a recent data set on amide-coupled azoles, we used supervised ma-
chine learning to build an interpretable quantitative structure–property relationship 
(QSPR) model to predict yields. 
 

 
Experimental versus predicted yields of amide-coupled C2-carboxylated 1,3-azoles (left) and the results of the developed heat-

mapping algorithm (right). 

 

To explain the model’s predictions and be able to use it as a tool for molecular 
design, a heat-mapping algorithm was created, which takes the feature im-
portance of fingerprint bits as an input and visualizes the influence of the molecular 
substructures on the target values (here, the yield). This visualization can then be 
used by synthetic chemists to design molecules with desired reaction outcomes. 
In this way, we hope to contribute to expanding the chemical space of C2-carbox-
ylated 1,3-azoles and therefore to the discovery of new drugs.  
We performed a pharmacophore-based target prediction to give a perspective for 
C2-carboxylated 1,3-azoles in drug design.[2] This revealed, among others, the 
ATP-sensitive inward rectifier potassium channel 1 and Kinesin-like protein 
KIF18A as new, potential targets for these compounds. In the pursuit of identifying 
active molecules, the heat-mapping algorithm mentioned above can be a helpful 
tool for enhancing molecular design with QSAR models. 
 
[1] Q. Liu, L. Wu, R. Jackstell, M. Beller, Nat. Commun. 2015, 6, 5933. 
[2] K. Janssen, J. Kirchmair, J. Proppe, Relevance and Potential Applications of 
C2-Carboxylated 1,3-Azoles, ChemMedChem, accepted 
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in Excitonic Molecular Aggregates 

 
J. E. Greiner, Würzburg/DE, A. Singh, Würzburg/DE, M. I. S. Röhr, Würzburg/DE 

 
Johannes E. Greiner, Universität Würzburg, Institute of Physical and Theoretical 

Chemistry & Center for Nanosystems Chemistry, Am Hubland, 97074 Würzburg/DE 
 

Relativistic effects are often neglected in photophysical processes of molecular 

aggregates. One such process, Singlet Fission[1], involves a singlet exciton generating 

two triplet excitons in a spin-allowed manner, forming a singlet-correlated triplet-state 

pair (1TT). While the generation of the 1TT state is well-studied, its subsequent evolution 

while retaining the correlation has often been overlooked. Recent experiments suggest 

the involvement of quintet states[2], necessitating the inclusion of relativistic effects like 

spin-orbit coupling (SOC) and spin-spin coupling (SSC) to accurately describe these 

interactions. 

We have developed a model configuration interaction (CI) approach incorporating 

relativistic couplings from the Breit-Pauli Hamiltonian to study these effects in excitonic 

molecular aggregates. Using a generalized Michl-Model[1], we only consider the frontier 

orbitals (FO) of each fragment. Symbolic algebra and Jordan Wigner mapping generate 

diabatic states within this FO basis[3], which are then coupled to form a diabatic 

Hamiltonian. This Hamiltonian allows the selection of electronic states and multiplicities 

of interest. 

To apply this model to real molecular fragments, we calculate the HOMO and LUMO of 

each fragment, evaluate Breit-Pauli-relativistic and non-relativistic integrals and 

construct the diabatic Hamiltonian for the aggregates. This method provides insights into 

the evolution of the 1TT state and enables the construction of various states of interest, 

such as 1TT, 5TT, 5T…T, 1T…T, and T+T. Such interaction descriptions require studying 

at least a trimer system to include non-neighboring spin sites like 1T…T. 
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Based on the ab initio Molecular Dynamics method, an adapted combined Molecular 
Dynamics/Lattice Monte Carlo (cMD/LMC) approach, which models hydroxide ion 
transfer on significantly larger timescales and extended systems, was developed and 
employed. The algorithm was applied to a series of aqueous potassium hydroxide 
systems with different concentrations, reaching from 3 wt. % to 61 wt. %. The derived 
diffusion coefficients of the hydroxide ions were compared with those from first-principle 
molecular dynamics simulations. The cMD/LMC bridges the gap between highly 
detailed but computationally costly ab initio Molecular Dynamics simulations and more 
extensive but less detailed classical Molecular Dynamics simulations, combining their 
respective advantages and thus allowing for simulations of aqueous KOH solutions 
spanning timescales from nanoseconds to milliseconds and involving several thousand 
atoms, all with relatively low computational cost. With this approach, the dynamics of 
hydroxide ions in various complex systems can be characterized in greater detail. For 
instance, it can be used to study layered double hydroxides and anion exchange 
membranes, which constitute a critical component in fuel cells. 
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A machine learning (ML) model for predicting Hessian matrices based on GFN2-xTB 

derived features is proposed. This approach opens the possibility for a more cost-efficient 

routine to compute Hessians compared to the semi-numerical approach. Thus, quantities 

such as thermodynamic corrections of larger structures or for structures in high-

throughput screening techniques may become more accessible. 

For the ML model, the cartesian Hessian is decomposed in atom-pairwise block matrices. 

This allows for an ML model independent of the size of the molecule. The features are 

derived from a GFN2-xTB[1] single point calculation. They depend on the energy, density 

and geometric information of the involved atoms. The rotational variance of the Hessian 

is addressed by a rotation scheme to yield an invariant representation. 

The approach is tested with different ML models on a variety of data sets.  

The models are then benchmarked on the performance of predicting thermodynamic 

quantities, i.e. the Gibbs energy, enthalpy and entropy which are derived from the 

Hessian via a quasi-Rigid-Rotor-Harmonic-Oscillator[2] approach. A precision of the 

thermodynamic quantities within chemical accuracy (1 kcal/mol deviation) compared to 

the parent GFN2-xTB method can be achieved for the QM7[3,4] data set. 

 

Literature: 

[1] C. Bannwarth, S. Ehlert, S. Grimme, J. Chem. Theory Comput. 2019, 15, 3, 1652–
1671  
[2] S. Grimme, Chem. Eur. J. 2012, 18, 9955 – 9964  
[3] L. Ruddigkeit, R. van Deursen, L. Blom, J. L. Reymond, J. Chem. Inf. Model. 2012, 
52, 11, 2864–2875  
[4] R. Ramakrishnan, P. O. Dral, M. Rupp, O. A. von Lilienfeld, Sci. Data 2014, 1, 
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Modern explicitly correlated local coupled cluster methods using pair natural orbitals 
[PNO-LCCSD(T)-F12] allow to carry out accurate calculations of molecular energies 
for large molecules (up to 200 - 300 atoms).1-4 However, despite formally asymptotic 
linear scaling and efficient parallelization, the required computational resources 
(CPU, memory, disk) for molecules with more than 100 atoms can be rather large. 
Many chemical reactions affect only a small number of bonds, leaving the largest part 
of the chemical and geometrical structure of the molecules unchanged. In this work 
we extended the previously proposed region method5 to PNO-LCCSD(T)-F12. Using 
this method, we investigate whether accurate reaction energies for larger systems 
can be obtained by correlating only the electrons in a region of localized molecular 
orbitals close to the reaction center. The remainder is either treated at lower level 
(e.g., PNO-LMP2-F12) or left uncorrelated (Hartree-Fock frozen core). It is 
demonstrated that indeed the computed reaction energies converge rather quickly 
with the size of the correlation regions towards the results of the full calculations. 
Typically, 2-3 bonds from the reacting atoms need to be included to reproduce the full 

result to within ±0.2 kcal/mol.  The approach may fail, however, if long-range 
intramolecular dispersion effects significantly affect the reaction energies, or if the 
geometrical structure of the molecules changes strongly. We also computed spin-
state energy differences in transition metal complexes, where only a small region 
around the metal is correlated. This also works well and can in large complexes 
reduce the computation time by up to 2 orders of magnitude.  

1.) Q. Ma and H.-J. Werner, WIREs Comput Mol Sci. e1371 (2018).  
2.) Q. Ma and H.-J. Werner, J. Chem. Theory Comput. 17, 902 (2021). 
3.) H.-J. Werner and A. Hansen, J. Chem. Theory Comput.  19, 7007 (2023). 
4.) Th. Gasevic, M. Bursch, Q. Ma, S. Grimme, H.-J.  Werner, and A. Hansen,    

Phys. Chem. Chem. Phys. 26, 13884 (2024). 
5.) R. A. Mata and H.-J. Werner, J. Chem. Phys. 128, 144106 (2008). 
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A density functional benchmark for shielding anisotropies and the role of the

density functional in the calculation of residual chemical shielding anisotropies in

structural elucidation of natural compounds
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Nuclear magnetic resonance spectroscopy is an important tool for structural elucidation.

About a decade ago, the investigation of residual chemical shielding anisotropies

(RCSAs) induced by the application of alignment media proved valuable for determining

the absolute configuration of small molecules in solution.[1] However, the method relies

on the quantum chemical determination of the shielding tensors within the target

compounds, and due to its unrivaled cost/performance ratio to date, studies in this

field have typically employed density functional theory in the reformulation of Kohn and

Sham. The KS-DFT is based on the approximation of the non-classical contributions to

the electron energy by means of a so-called density functional approximation (DFA), for

which a large number of different functionals have been proposed. However, in most

applications, the famous B3LYP functional has been used, for which more accurate or

cost efficient alternatives may exists considering various benchmarks in the field of mag-

netic resonance properties and shielding data in particular.[2,3] Moreover, a systematic

investigation of the performance of DFAs for anisotropic shielding data and other tensor

metrics, such as the tensor shapes and orientations, has not been performed.

We here present a comprehensive benchmark of carbon shielding anisotropies based

on coupled cluster reference tensors taken from the NS372 benchmark data set.

Furthermore, we investigate the representation of the shielding tensors by the DFAs by

means of the reproduction of relevant tensor properties, such as the eigenvalues and

eigenvectors. Finally, we study the influence of various DFAs in the determination of the

relative configuration in a set of natural products with different scaffolds and functional

groups on the basis of their predicted carbon shielding tensors, i.e. we investigate the

role of the tensor description by the tested functionals in the configurational assignment

on the basis of RCSAs.
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Machine learning models have been successfully developed for various applications, 
including different matters in chemistry. [1] While in many cases the efficiency of these 
models makes them more favorable than classical computational chemistry methods, 
their usage has a major constraint: the need for sufficient training data. This poses a 
serious limitation in contexts where labeled data is scarce or expensive to obtain. To 
overcome this issue, machine learning models can be trained with active participation. 
An active learning algorithm actively decides which training instance needs to be labeled 
next for the machine learning model to obtain the highest knowledge gain. [2] This 
process accelerates the convergence of model performance and therefore allows the use 
of less training data. A key performance factor of active learning is the criterion by which 
the next training instance to be labeled is chosen. Numerous different selection strategies 
are known. Selecting an active learning algorithm with superior convergence of model 
performance for a given dataset requires time for research, analysis and implementation. 
To bypass that obstacle, we present regAL (Active Learning for regression) [3], a Python 
package enabling active learning in various flavors and in a black-box fashion for arbitrary 
datasets. 

 
Fig.1. Performance comparison of active learning (uncertainty sampling method) and 

passive learning (random sampling method) on the Himmelblau function space. 
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RNA molecules are synthesized in cells primarily as polymers composed of four basic 
nucleotide residues: adenosine (A), uridine (U), cytidine (C), and guanosine (G). 
These residues can be further modified naturally by cellular enzymes, with the number 
of identified natural modifications continuously increasing. Additionally, researchers 
introduce numerous artificial chemical modifications for experimental purposes. Both 
natural and artificial chemical modifications can significantly impact RNA's structural 
integrity and its interactions within the cellular environment. Understanding these 
modifications is essential for understanding the molecular mechanisms of gene 
regulation, the mechanisms of various diseases including cancer and 
neurodegenerative disorders, and designing experiments involving RNA molecules. 

We developed the MODOMICS database [1], which provides comprehensive 
information on RNA modifications, including both natural and synthetic residues 
identified in RNA structures. We also introduced the ModeRNA modeling method for 
the comparative modeling of RNA structures incorporating natural modifications. 

Our current work focuses on developing a comprehensive computational modeling 
method that encompasses all possible chemical modifications of RNA molecules. This 
includes naturally occurring biological modifications and artificial modifications 
introduced by researchers for experimental purposes. Natural and artificially modified 
nucleotides are different from normal (A/U/G/C) nucleotides either in the sugar-
phosphate backbone or nitrogenous base. We have developed a prototype of a new 
method, ModeRNA+, which facilitates the modeling of substitutions of any backbone 
or base moieties with corresponding chemical counterparts. Our ModeRNA+ program 
involves converting nucleotides in an RNA structure from one form to another. The 
process performs precise nucleotide mutations while preserving the parent overall 
RNA structure specially the backbone stereochemistry. This ModeRNA+ takes input 
and target sequences to guide the conversion process. In parallel, we are developing 
new knowledge-based statistical potentials for our SimRNA[2] method, 
incorporating quantum chemical calculations to estimate interactions mediated by 
modified nucleotides. This approach will enhance the computational folding 
simulations of RNA molecules with modified residues. 
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The  development  of  quantum  chemical  methods  for  the  accurate  and  e cientffi

computation of nuclear magnetic resonance (NMR) shieldings is an important task to
aid  structure determination of  chemical  compounds.  A suitable approach combining
both accuracy and computational e ciency is the direct random phase approximationffi

(RPA),  which  provides  NMR shieldings  comparable  to  coupled  cluster  singles  and
doubles (CCSD) in accuracy [1], while having a much lower computational cost.

Within  the  resolution-of-the-identity  (RI)  approximation,  RPA –  a  fifth  rung  density

functional method without any empirical parameters – has a formal scaling of O(M 4)
[2] with the system size M , rendering it one of the formally lowest scaling correlation
methods.  In  addition  we  have  introduced  asymptotically  linear-scaling  RPA
implementations for the computation of ground-state energies [3-5].

Here, we present an  efficient method for the computation of  NMR  shieldings within
RPA, based  on  our  recently  introduced  RI-RPA-NMR  method  in  the  atomic-orbital
space [6]. Utilizing Cholesky-decomposed density matrices and an attenuated Coulomb
RI metric, the introduced sparsity is efficiently exploited through sparse matrix algebra
[7].  This  allows for  an efficient  and low-scaling computation of  RPA NMR shielding
tensors.  Additionally,  by  implementing  a  memory-efficient  batching  method  [8]  for
computing  memory-intensive  intermediates,  we  can  extend  the  applicability  of  the
method to even larger systems such as a DNA strand with 260 atoms and 3408 atomic
orbital basis functions. This allows for the efficient computation of NMR shieldings with
CCSD accuracy for extended systems. The introduced analytical RPA NMR shieldings
are expected to be a viable alternative for the accurate and e cient investigation offfi

NMR chemical shieldings.
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One major problem in fighting climate change is the production of a sufÏcient amount of 
energy  while  remaining at  competitive  cost  without  emitting CO2 or  other  greenhouse 
gases. Therefore, more efÏcient ways to produce electricity using green technology are 
needed. One approach to increase the efÏciency of solar panels is by introducing singlet 
fission materials into a single-junction to generate multiple low energy excitons from a 
single excitation, thus increasing the useable part of the electromagnetic spectrum.[1] To 
aid  this  development  with  quantum  chemical  calculations,  efÏcient  methods  for 
calculating spin-orbit coupling and intersystem crossing within the condensed phase are 
needed. 
We  present  an  implementation  of  perturbational  spin-orbit  couplings  for  all-electron 
computations within the restricted closed-shell time-dependent density functional theory 
(TDDFT) module of the CP2K program package.[2-4] The perturbative ansatz enables the 
construction of both singlet and triplet contributions relying on an ”auxiliary” set of many-
electron wavefunctions.[5] Our code within the TDDFT module is based on and checked 
against the related module for X-ray absorption spectroscopy.[6]  The reported method 
utilizes the already established TDDFT implementation of CP2K together with the quasi-
relatistic  ”Zeroth  Order  Regular  Approximation”  (ZORA)  Hamiltonian  [7,8]  or  spin-orbit 
corrected pseudopotentials.[9] 
The implementation was validated using benchmark of small molecules with overall mean 
error  of  1.0 to  13.6 cm-1  compaired  to  density  functional  theory  multi-reference 
configuration interaction results.[10] Computational timings are presented for a bithmuth-
containing metal-organic framework.[11]

[1] H. Uoyama, K. Goushi, K. Shizu, H. Nomura, C. Adachi, Nature, 2012, 234238 
[2] T. Kühne et al. J. Chem. Phys, 2020, 194103; www.cp2k.org
[3] J. Strand, S. K. Chulkov, M. B. Watkins, A. L. Shluger, J. Chem. Phys, 2019, 044702
[4] A. Hehn, B. Sertcan, F. Belleflamme, S.K. Chulkov, M.B. Watkins, J. Hutter, J. Chem. 
Theory Comput., 2022, 4186
[5] F. Franco de Carvalho, B.F. Curchid, T. J. Penfold, I. Tavernelli, J. Chem. Phys., 2014, 
144103
[6] A. Bussy, J. Hutter, Phys. Chem. Chem. Phys., 2021, 4736
[7] E. Van Lenthe, J. G. Snijders, E. J. Baerends, J. Chem. Phys., 1996, 65056516
[8] C. Van Wüllen, J. Chem. Phys., 1998, 392399
[9] C. Hartwigsen, S. Goedecker, J. Hutter, Phys. Rev. B 1998, 3641-3662
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[11] M. Feyand, E. Mugnaiolim F. Vermoortele, B. Bueken, J.M. Dieterich, T. Reimer, U. Kolb, 
D. De Vos, N. Stock., Angew. Chem., 2012, 10373-10376
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An inverse coarse-graining protocol is presented for generating and validating atomistic 
structures of large (bio-) molecules from conformations obtained via a coarse-grained sampling 
method. Specifically, the protocol is implemented and tested based on the (coarse-grained) 
PRIME20 protein model, and the resulting all-atom conformations are simulated using 
conventional biomolecular force fields. Using this approach we combine good sampling from 
coarse-grained Stochastic Approximation Monte Carlo method and all-atom accuracy with 

explicit solvation from force-field Molecular Dynamics simulations. [1] 
 
Additionally, we present a calibration scheme to determine the conversion factors from a 
coarse-grained stochastic approximation Monte Carlo approach using the PRIME20 peptide 
interaction model to atomistic force-field interaction energies. We provide a physical energy 
scale for both the backbone hydrogen bonding interactions and the sidechain interactions by 
correlating the dimensionless energy descriptors of the PRIME20 model with the energies 
averaged over molecular dynamics simulations. The conversion factor for these interactions 
turns out to be around 2kJ/mol for the backbone interactions, and zero for the sidechain 

interactions. [2] 
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Two-photon absorption strengths could be calculated with time-dependent density 
functional theory and Coupled-Cluster methods. In the beginning of the year, we published 
the GW-Bethe-Salpeter equation (GW-BSE) for non-linear light-matter interactions. With 
the implementation of this into the Turbomole program package, we can calculate two-
photon absorptions and the first hyperpolarizabilities. Benchmark calculations on small 
molecular systems reveal that this approach is accurate for predicting both. Using         
GW-BSE with Kohn-Sham references as a starting point, the accuracy exceeds that of   
time-dependent density functional theory and CC2.
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Gaussian Process Regression for 195Pt Chemical Shift Prediction

Alexander Meßler, Wuppertal/Germany, Hilke Bahmann, Wuppertal/Germany

Physikalische & Theoretische Chemie
Bergische Universität Wuppertal
Gaussstr. 20 , 42119 Wuppertal

Platinum  complexes  are  highly  relevant  in  many  areas  of  physical  and  medicinal
chemistry,  with  applications  in  catalysis,  pharmaceutics  and  usage  in  light  emitting
devices. While 195Pt-NMR is an important tool in the elucidation of their structures and
the determination of reaction mechanisms, the remarkably wide chemical shift range of
more  than  13000  ppm can  render  measurements  tedious  and  thus  establishing  a
correlation  between  structures  and  NMR  signals  challenging.  Effectively  narrowing
down the  shift  range  with  suitable  calculation  or  prediction  methods  can  therefore
assisst in  the experimental measurement procedure. 
Since  quantum  chemical  methods  can  be  quite  expensive  due  to  the  need  for
relativistic corrections for magnetic shielding calculations of heavy nuclei, resorting to
the  use  of  machine-learning  (ML)  based  prediction  methods  can  be  advisable.
Especially for lighter nuclei such as  1H and 13C, ML methods have been proven to be
useful for the accurate prediction of chemical shifts, but the ML assisted prediction of
195Pt chemical shifts is less well studied. 
In this work, we build on a previously proposed protocol by  Ondar et al. [1] that was
based  on  semiempirically  calculated  structures  and  properties.  Using  Gaussian
Process Regression (GPR) and a dataset of 298 platinum complexes with experimental
chemical shift values we explore different descriptors that are either exclusively based
on atomic properties like the electronegativity and polarizability, the 3D structure, or a
combination thereof.  We find that,  even without  including structural  information,  the
chemical shifts can be predicted with a mean absolute error of around 200 ppm. It is
further  shown  that  the  most  accurate  predictions  are  obtained  using  the  SOAP
descriptor (Smooth Overlap of Atomic Positions) [2] as molecular representation that is
easily accessible with established libraries. Moreover, the use of GPR enables a reliabe
uncertainty quantification of each prediction and therefore can assist in specifying a
shift range to be measured for a given Pt complex.
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The Berry curvature in finite magnetic fields and its relevance in rovibrational
spectroscopy

D. Steinmetz, Karlsruhe/DE, A. Pausch, Amsterdam/NL

Dominik Steinmetz, Karlsruhe Institute of Technology, Kaiserstraße 12, 76131 
Karlsruhe, Germany

Rovibrational  spectroscopy  is  a  useful  and  well-established  method  for  the 
characterization of molecules. It can be used to obtain structural data of the system and 
is,  for  example,  of  use  in  astrochemistry  to  identify  molecules  in  the  vicinity  of 
interstellar objects. Certain celestial bodies such as White Dwarfs possess incredibly 
strong magnetic fields that are several orders of magnitude larger than fields that can 
be generated in experimental setups on earth. Thus theoretical calculations of these 
spectra are of great interest, not only to validate spectra obtained in laboratories but 
also to aid in the investigation of molecules in astrochemical applications.

The presence of both external and internal magnetic fields can give rise to additional 
interactions, one of which are Lorentz forces acting on moving charged particles in the 
system, namely electrons and atomic nuclei. Different wavefunction and density-based 
quantum chemical methods have already been adapted to describe the interaction of 
the electrons and the magnetic field. When studying the motion of the atomic nuclei, as 
it is the case in rovibrational spectroscopy, Lorentz forces acting on nuclei are modified 
by the presence of the electrons that screen the magnetic field experienced by the 
nuclei. This so-called Berry force can give a significant qualitative contribution in these 
cases and is calculated from the Berry curvature tensor.

We present an efficient implementation of the Berry curvature based on Hartree-Fock 
and density functional theory. The analytical calculation of the Berry curvature involves 
the solutions of the coupled perturbed Hartree-Fock or Kohn-Sham equations.[1] These 
equations have been implemented in a two-component framework for finite magnetic 
fields  and  within  the  exact  two-component  (X2C)  theory  for  relativistic  calculations 
involving spin-orbit coupling. The Berry curvature was calculated to investigate its effect 
on rovibrational  spectra using the harmonic approximation and molecular  dynamics 
simulations.[2] Additionally, the Berry tensor can be utilized to calculate atomic partial 
charges.[3] The screened Lorentz forces acting on the nuclei give an effective charge of 
each nucleus that would result in the same force in the absence of any screening. 
These so-called Berry charges show a close relation to population analyses based on 
the  atomic  polar  tensor  (APT).  As  the  APT  is  also  needed  in  the  calculation  of 
intensities in vibrational spectra this relation already suggests the high importance of 
the Berry curvature in this context.

Literature:

[1] T. Culpitt, L. D. M. Peters, E. I. Tellgren, T. Helgaker J. Chem. Phys. 2022, 156, 
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Compensation States Approach in the Hybrid Diabatization Scheme

F. Fritsch, N. Weike, W. Eisfeld, Bielefeld University

Fabian Fritsch, Bielefeld University, Universitätsstraße 25, D-33615 Bielefeld

The diabatization of reactive systems for more than just a couple of states is a very
demanding  problem  and  generally  requires  advanced  diabatization  techniques.
Especially  for  dissociative  processes,  the  drastic  changes  in  the  adiabatic  wave
functions  often  would  require  large  diabatic  state  bases,  which  quickly  become
impractical. 
Recently, we addressed this problem by the compensation states approach developed
in the context of our hybrid diabatization scheme. This scheme utilizes wave function as
well as energy data in combination with a diabatic potential model. In regions where the
initial diabatic state basis becomes insufficient for an appropriate representation of the
adiabatic states, new model states are generated. The new model states compensate
for the state space not spanned by the initial diabatic basis. Such a compensation state
is  obtained  by  projecting  the  initial  diabatic  state  space  out  of  the  adiabatic  wave
function. This yields a very efficient basis representation of the electronic Hamiltonian.
The present work presents two new aspects. First, it is shown how other operators like
the  spin–orbit  operator  in  the  framework  of  the  Effective  Relativistic  Coupling  by
Asymptotic Representation (ERCAR) can be evaluated in this compact  model  state
space without losing the correct wave function information and accuracy. Second, the
extension  of  the  approach  to  multidimensional  potential  energy  surface  models  is
presented for methyl iodide including the C–I dissociation coordinate and the angular
H3C–I bending coordinates. [1]
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The Limits of the Landau-Zener Surface Hopping Algorithm

T., Jı́ra, Prague

P., Slavı́ček, Prague

University of Chemistry and Technology, Technická 5, 160 00 Praha 6-Dejvice

Ab initio molecular dynamics in the excited state requires solving the equations of mo-

tion on multiple potential energy hypersurfaces simultaneously. A fully quantum mechan-

ical solution for the coupled motion of atoms and nuclei is possible only for the smallest

molecules, and therefore, semi-classical approaches based on the concept of hopping

between states are most commonly used in practice. This work focuses on an algorithm

based on the Landau-Zener theory, which can describe transitions between two states

using only the knowledge of the energies of these states. The limits of applicability of this

pragmatic approach are not well known, and it is unclear how to proceed, for example,

when crossing more than two states. This work tries to identify and describe the limits

of applicability of this method and the behavior near the crossing of multiple states, and

to develop stable procedures for simulations of this type. The approaches are studied on

suitably designed low-dimensional model potentials in comparison with the exact solution

where difficulties are expected.
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Developing a full dimensional 2 state diabatic PES for CH3F+ using artificial
neural networks

M. Vossel, W. Eisfeld, 33615 Bielefeld Germany

Maik Vossel, University of Bielefeld, Universitätsstraße 25, 33615 Bielefeld, Germany.

Understanding the unique behavior of CH3F+ in the series of methyl halide cations and
their photo detachment spectra from a quantum dynamics perspective, requires a poten
tial energy surface (PES), which describes the vibronic coupling effects accurately. Thus,
a 9 dimensional 2 state vibronic coupling PES model for the CH3F+ was constructed utiliz
ing an optimized coordinate system and complete nuclear permutation inversion (CNPI)
invariant artificial neural networks. [1–3] Because neural networks require a large amount
of data, we used an algorithm to generate evenly distributed directions in the 9 dimen
sional space. Along these directions a large number of ab initio data was generated us
ing MRCI/avtz calculations including points up to around 4 eV above the FranckCondon
point. Faulty data points were filtered out by blockdiabatization and linear fitting of wave
function norm and diabatic matrix elements. The current model uses a combination of
two multilayer feed forward neural networks seperating the training for diabatic diagonal
and coupling elements. The model represents the ab initio data with a root mean square
error below 150 cm−1. In the future, a geometry dependent spinorbit coupling model will
be added.
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[1] David M. G. Williams and Wolfgang Eisfeld. Neural network diabatization: A new
ansatz for accurate highdimensional coupled potential energy surfaces. J. Chem.
Phys., 149(20):204106, 2018.

[2] David M. G. Williams, Alexandra Viel, and Wolfgang Eisfeld. Diabatic neural network
potentials for accurate vibronic quantum dynamicsthe test case of planar no3. J.
Chem. Phys., 151(16):164118, OCT 28 2019.

[3] David M. G. Williams and Wolfgang Eisfeld. Complete nuclear permutation inversion
invariant artificial neural network (cnpiann) diabatization for the accurate treatment
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Quantum Chemical Estimation of the Electrophilicity of Carbon Dioxide 
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Kerstin Bublitz, TU Braunschweig, Gaußstr. 17, 38106 Braunschweig/DE 
 
Carbon dioxide is an abundant carbon source that can be used as C1 building block 
in organic synthesis. To predict reaction outcomes and to identify suitable reaction 
partners for the creation of value-added chemicals and drugs, it is of great interest to 
know the reactivity of CO2. Recent studies suggest two distinct values for Mayr's 
electrophilicity parameter E of CO2 (experiment, E = –16.3; B3LYP, E = –11.4) [1], 
showing a discrepancy of up to five orders of magnitude for bimolecular rate constants 
of carboxylation reactions. To enable rate constant predictions for carboxylation 
reactions, this discrepancy needs to be resolved.  
By means of quantum chemical calculations including transition state searches we 
determined the rate constants for carboxylation reactions of carbanions. To ensure 
the reliability of our results, different electronic-structure methods (based on B3LYP, 
DLPNO-B2PLYP and DLPNO-CCSD(T)) were benchmarked against experimental 
rate constants of similar reactions with CS2. 
Our final protocol is based on B3LYP-D3(BJ)/def2-TZVPD/SMD(DMSO)//B3LYP-
D3(BJ)/def2-SVPD. Including uncertainty quantification, we were able to narrow down 
the electrophilicity of carbon dioxide to –13.5 < E(CO2) < –11.0, reducing the 
aforementioned discrepancy from five to two orders of magnitude. 
 

 
a) Calibration of E against log k values obtained from B3LYP calculations for 17 

reactions of carbanions with CO2 in DMSO with respect to the Mayr–Patz 
equation. b) Corresponding bootstrapped distribution of E(CO2). 
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Accurate treatment of hyperfine coupling in the diabatic potential model of HI

I.Tsakontsis  ,   N. Weike, W. Eisfeld Bielefeld Germany

Iordanis Tsakontsis, Universität Bielefeld, Universitätsstraße 25, 33615  Bielefeld
Germany

The  accurate  treatment  of  relativistic  couplings  like  spin-orbit  (SO)  coupling  into
diabatic potential models is an important but very difficult task. To this end, the Effective
Relativistic  Coupling  by  Asymptotic  Representation  (ERCAR)  approach  has  been
developed over the past years.[1] The central idea of ERCAR is the representation of
the system’s operators in an asymptotic diabatic basis consisting of direct products of
atomic and fragment states. This allows to treat relativistic coupling operators like SO
coupling  analytically  within  the  atomic  basis  states.  This  idea  is  extended  to  the
incorporation of hyperfine coupling into the diabatic potential model.

Hyperfine coupling is due to the magnetic dipole and the contact interaction as well as
the electric  quadrupole interaction.  The corresponding operators can be expressed in

the angular moment operators ^ I  for  nuclear spin and ^J  for total angular momentum
of the atomic fine structure states.  The magnetic dipole and contact interactions both

are proportional to  ^ I ⋅^J  while the electric quadrupole operator is more complicated.
The diabatic  basis  of  an existing  ERCAR model  can be  complemented by  nuclear
spinors  and  the  hyperfine  coupling  operators  are  easily  evaluated  in  that  basis.
Diagonalization  of  the  resulting  full  diabatic  ERCAR  model  yields  the  hyperfine
structure energies and states for any molecular geometry of interest.

The new method is demonstrated using an existing  accurate diabatic potential model
for  hydrogen  iodide  (HI)[2]  to  see  the  effects  of  hyperfine  coupling.  As  a  proof  of
principle study, the hyperfine coupling effect of the 2P3/2 ground state and spin-orbit
excited 2P1/2 state of Iodine combined with the 2S1/2 ground state of hydrogen are added
to the ERCAR Hamiltonian and the effect of hyperfine coupling is investigated. Since
both atoms have a non-vanishing nuclear spin, the hyperfine coupling needs to be
treated in analogy to the multi-atom variant of the ERCAR approach.[3]

Literature:

[1] H. Ndome, R. Welsch, W. Eisfeld, J. Chem. Phys. 136, 034103 (2012). 
[2] N. Weike, A. Viel, W. Eisfeld, J. Chem. Phys. 159, 244119 (2023)
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Tuning Photochemistry in Diarylethenes Macrocycles  
 

D. Schwarz, Aachen/DE, T. Bösking, Aachen/DE, D. Kolarski, Göttingen/DE,           

Prof. Dr. S. Hecht, Berlin/DE, Prof. Dr. C. Bannwarth, Aachen/DE 

 

Denise Schwarz, RWTH Aachen University, Melatener Str. 20, 52074 Aachen 

 

Diarylethene (DAE) photoswitches hold significant potential for applications in materials 

science and biology due to their ability to undergo a reversible light-induced ring-

closing/opening reaction.[1] This study investigates the effect of embedding them into a 

cyclic topology on their absorption properties in a series of synthesized DAE macrocycles 

(see Fig. 1). 

 

Figure 1: Photoswitching DAE macrocycles between their open to closed forms. 

 

The photocyclization of the DAE generates the corresponding ring-closed isomer, which 

experiences some geometric perturbation due to the presence of the linker. By extending 

the linker, this perturbation can be adjusted, thus providing a means to control the DAEs’ 

photophysical properties. The influence of the linker is clearly reflected in the absorption 

maxima of the closed form. 

The absorption properties of the closed form were calculated and compared with 

experimentally determined spectra. 

 

Literature: 

[1] M. Irie, Diarylethene Molecular Photoswitches, Wiley-VCH, Weinheim, 2021. 
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Understanding binding modes of dinitrogen in dinuclear transition metal complexes 

with respect to reactivity and properties 
 

S. Singh, Darmstadt/DE, Prof. Dr. Vera Krewald, Darmstadt/DE 
 

M.Sc. Shweta Singh, Technical University of Darmstadt, Department of Chemistry, Quantum 
Chemistry, Peter-Grünberg-Straße 4, 64287 Darmstadt/DE 

 
Dinitrogen is difficult to reduce, as it is thermodynamically stable and kinetically inert. 
Nevertheless, Nature and the Haber–Bosch process can split dinitrogen and produce 
ammonia using transition-metal based catalysts. Even though dinitrogen is poor σ-donor 
and π-acceptor, transition metal complexes can bind dinitrogen and further activate it for N–
X functionalization (X = C, Si, B, O), i.e. going beyond ammonia as the target product. 
Several different binding modes have been reported in mono- and di-nuclear transition metal 
complexes, including linear end-on, bent end-on, and diamond coordination modes (Fig 1).  
 
This work theoretically characterizes dinuclear transition metal complexes reported by Sita 
and coworkers with a detailed electronic structure analysis. The complexes are stabilized by 
a highly tunable cyclopentadienyl-amidinate (Cp-Am) ligand environment. Herein, we 
investigate the isomerization pathway of several dinuclear Tantalum complexes from a linear 
to a diamond core in isostructural ligand sets.[1-3] Our results suggest that unlike observed 
for other transition metal complexes capable of dinitrogen splitting, terminal nitrido 
complexes formed within the Cp-Am ligand framework are thermodynamically unstable. We 
will present an electronic structure rationale for this finding and present insights on the 
further reactivity towards nitrogen functionalization products.  
 

 
 
 
                                                                                                                                                          
                           
 
 
Literature: 
[1] Hirotsu, M.; Fontaine, P. P.; Epshteyn, A.; Sita, L. R. J. Am. Chem. Soc. 2007, 129, 9284.  
[2] Keane, A. J.; Yonke, B. L.; Hirotsu, M.; Zavalij, P. Y.; Sita, L. R. J. Am. Chem. Soc. 2014, 
136, 9906.  
[3] Yonke, B. L.; Keane, A. J.; Zavalij, P. Y.; Sita, L. R. Organometallics 2012, 31, 345. 
 
                                                                                                                      

Fig 1: Selected coordination modes of dinitrogen in dinuclear transition metal complexes. 
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Designing a Genetic Algorithm for Highly Compressed Spin-Adapted 

Wave Functions of Poly Nuclear Transition Metal Clusters 
 

M. Song, Stuttgart/DE, A. Alavi, Cambridge/GB, G. Li Manni, Stuttgart/DE 
 

Maru Song, MPI-FKF, Heisenbergstr. 1, 70569 Stuttgart/DE 
 
Within the Configuration Interaction (CI) framework, advanced techniques exist for 
constructing spin-adapted wave functions and efficiently evaluating Hamiltonian matrix 
elements in that basis. Exemplary are the unitary group approach [1] and its graphical 
extension [2,3]. By construction, the spin-adapted basis functions are eigenfunctions of 
the cumulative partial spin operators. This property creates an important dependence of 
the structure of the Cl Hamiltonian matrix and its eigenvectors on the orbital/site ordering 
when they are expressed in such spin-adapted bases. Crucially, some orbital/site 
orderings lead to extremely sparse matrices, with a unique (quasi) block-diagonal 
structure, and highly compact corresponding eigenvectors, [4,5,6,7] advantageous for 
approximate Cl eigen solvers, such as Full-CI Quantum Monte Carlo (FCIQMC). 
FCIQMC optimizes the wave function through a stochastic sampling of the Hamiltonian 
matrix elements designed to mimic the imaginary-time Schrödinger equation. [8] The 
stochastic sampling of sparse Hamiltonian matrices, and the representation by stochastic 
particles (walkers) of compact wave functions, greatly reduces stochastic errors and the 
time to reach the minimum. The permutation space of the orbital/site orderings grows 
factorially; and, although symmetry considerations may reduce the size of the problem, 
[9] an exhaustive search of near-optimal orderings remain impractical. 
 
In this work, we apply a genetic algorithm (GA) to identify near-optimal orbital orderings, 
leading to highly compact wave functions. Various metrics are compared as fitness 
functions, namely the energy or the weight of the dominant configuration, or the 
approximated estimate of the L4 norms. The successful metric will be chosen on the 
basis of its performance on small and exactly solvable problems. The predictive power 
of the GA strategy will be demonstrated on model poly nuclear transition metal clusters 
including Fe8S7, the P-cluster, and the FeMoCo cluster. 
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Stochastic Perturbation Theory for Strongly Correlated Spin Systems

L., Bonfirraro, Stuttgart/DE, O., Weser, Stuttgart/DE, G., Li Manni, Stuttgart/DE

Electronic Structure Theory Department, Max Planck Institute for Solid State Research,
Heisenbergstr. 1, 70569 Stuttgart (Germany)

The study of strongly correlated systems featuring many unpaired electrons, such as
polynuclear transition metal clusters at the core of metalloproteins (e.g., FeS clusters
in nitrogenases and CaMn3O4 cluster in photosystem II), is an important and challeng-
ing task in quantum chemistry. Accurate predictions of their electronic structures often
require multireference methods, which are generally very expensive due to the expo-
nential scaling of the electronic wave function with the number of correlated electrons
and orbitals in the active space. Recently, this problem has been tackled with some
success by Li Manni’s Quantum Anamorphosis strategy. 1

Yet, dynamic correlation effects beyond the active space are to be accounted for. At-
tempts in this direction have beenmade by combining large active space wave functions
(Stochastic-CAS or DMRG-CAS) with multiconfiguration pair-density functional theory
(MCPDFT). 2

In this work we present a stochastic variant of SplitGAS, 3 a perturbation theory strategy
based on Löwdin partitioning technique,4 that could be efficiently coupled to large active
space reference wave functions. Electronic configurations responsible for strong static
correlation are kept in the principal space (P), while a much larger space of configura-
tions responsible for dynamic correlation effects are listed in the perturber space (Q).
Löwdin’s working equations are carried out stochastically. This approach has been im-
plemented both in Slater Determinant and GUGA spin-adapted bases, and differences
will be discussed in this work.
Numerical applications are to prove the validity of the strategy.

1R. Han et. al., J. Chem. Theory Comput. (2023) 10.1021/acs.jctc.2c01318, G. Li
Manni, Phys. Chem. Chem. Phys. (2021) 10.1039/D1CP03259C, G. Li Manni, et.
al., J. Chem. Theory Comput. (2020) 10.1021/acs.jctc.9b01013

2G. Li Manni et. al., J. Chem. Theory Comput. (2014) 10.1021/ct500483t
3G. Li Manni et. al., J. Chem. Theory Comput. (2013) 10.1021/ct400046n
4P. Löwdin, J. Chem. Phys. (1951) 10.1063/1.1748067
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Computational Investigation of Plasmon-Induced Reactions 
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Sadaf Ehtesabi, Institute of Physical Chemistry and Abbe Center of Photonics, 

Friedrich Schiller University Jena, 07743 Jena/Germany 
 
Plasmon-induced chemical reactions on metal nanoparticles involve complex 
mechanisms, and unraveling this complexity is crucial for developing efficient and 
selective catalysts. This study delves into these complexities by computationally 
investigating plasmon-driven process, exemplified by protonation of 4-mercaptopyridine 
(4-MPY) on silver nanoparticles.[1] We extend our computational methodologies as 
established in several recent joint spectroscopic-theoretical studies in the frame of 
plasmonic-molecular hybrid systems, which aimed to assess structure-property 
relationships mainly within the context of the so-called chemical effect.[2-4] Our 
investigation covers the influence of molecular binding modes and molecule-molecule 
interactions on the thermodynamics and kinetics of these reactions, as well as on charge 
transfer processes.[5] We identified various potential reaction pathways and assessed 
their energy barriers as well as analyzed the impact of different molecular orientations 
and proton sources. In contrast to previous studies, we also explored near-field 
electromagnetic effects using a hybrid quantum/classical approach, examining the 
potential of near-field enhancement to alter reaction thermodynamics. Furthermore, we 
calculated 600 low-lying dipole-allowed excited states using the TDDFT method and 
meticulously analyzed these in terms of characteristics using charge-density differences 
(CDDs). We conducted an analysis of all charge-transfer excited states within the 532 to 
632 nm range across various molecular binding modes, with and without dispersive 
interactions. This research sheds light on the protonation mechanisms on silver surfaces, 
emphasizing the critical role of molecular-surface and molecule-molecule-surface 
orientations in plasmon-induced reactions. 

Figure 1. Schematic protonation pathways of different molecular binding modes. 
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nucleophiles 
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An increasingly popular and green path towards utilizing CO2 is base-mediated C–H 

carboxylation. The first step of the underlying reaction sequence requires deprotona-

tion of a nucleophile’s reactive C–H site. The lower the acidity of this site, the more 

efficient the subsequent carboxylation step. 1,3-azoles are promising nucleophiles in 

this regard due to their high potential for pharmaceutical applications. [1] 

This study explores the application of machine learning (ML) techniques to predict 

the acidity of 1,3-benzoazoles. For this purpose, a dataset of Gibbs reaction energies 

for 195 substituted 1,3-benzoazoles was established, enabling the training of ML 

models for accurate predictions. Various combinations of ML model and descriptor 

were evaluated, identifying Bayesian linear regression and RDKit descriptors as best-

performing and well-interpretable setting. 

This work highlights the potential of ML to reduce the computational cost associated 

with electronic-structure calculations while providing insights into the underlying 

structure–property relationship. 

 
Predicted versus DFT-calculated Gibbs reaction energies for benzimidazoles (Bi), 

benzoxazoles (Bo), and benzothiazoles (Bt). The lower the Gibbs energy, the higher 

the acidity. 
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In mechanochemistry, forces are used to initiate chemical reactions. This approach can 
be used in the production of mechanochromic materials, which change their colour 
when a threshold stretching force is applied. In the case of polymers, for example, a 
molecular subunit, the so-called mechanophore, is embedded in the polymer 
backbone. Upon application of stretching forces, the mechanophore changes its 
structure, e.g. via bond-rupture or cis-/trans-isomerization, which can be accompanied 
by colour changes. The mechanophore activity can be tuned by using different polymer 
types as well as switching from entangled linear chains to a polymer network due to 
higher force transduction.[1]  
 
In our work, we focus on spiropyran-doped polymethyl methacyrate (PMMA) polymers, 
where uniaxial deformations can induce a bond break into the mechanophores and 
spiropyran (SP) will be turned to its activated merocyanine (MC) form. We developed a 
multiscale simulation model and studied several bulk properties of PMMA doped with 
SP. By applying deformation along different directions, we were able to separately 
investigate the stress-strain behaviour under specific types of stress such as tensile 
and shear stress and their influence on mechanophore activation. We also observed 
enhanced mechanophore activity with increasing temperature.[2] Currently, we are 
working on establishing a hybrid all-atom/coarse-grained model to take our simulations 
up to a larger scale and enhance their comparability to experiments. We will compare 
mechanophore activation rates with mechanically induced polymer degradation. In 
particular, the role of defects will be investigated. Regarding crystalline materials the 
crack propagation due to elongation is already widely studied and it has been shown 
that the stress is especially concentrated near the crack tip.[3,4] We will take 
advantage of this phenomenon in order to tune the mechanophore activity in this 
region. Another objective is to restore the activated MC to its deactivated SP form by 
applying pressure to the stretched polymer system after tension. This so-called 
baromechanical cycle for repeated activation of SP and deactivation of MC by 
alternating mechanical stretching and hydrostatic compression has already been 
shown in the gas phase.[5] We will try to transfer it to our SP-doped polymer systems 
by subsequently performing alternating deformation and compression simulations. 
 
Literature: 

[1] J. W. Kim, Y. Jung, G. W. Coates, M. N. Silberstein, Macromolecules 2015, 48, 5, 
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Since the limited fossil resources to produce conventional plastics and the accompanying 
environmental pollution of non-recyclable plastics increased the awareness of the people 
regarding this topic, research highly focused on sustainable plastics such as polylactide 
(PLA).[1] As the catalyst for the industrial ring-opening catalyst is the toxic tin(II) 2-
ethylhexanoate, the need for more active and less toxic alternatives emerged in the past 
years.[2] Herein, zinc-guanidine complexes showed promising potential due to their non-
toxicity as well as their functionality as single site catalysts in the ring-opening 
polymerization (ROP) of lactide.[3] 

With the help of computational studies, the design of novel highly active catalysts for this 
purpose is facilitated: Activation energy calculations are carried out using density 
functional theory (DFT) methods.[4] These give insights about the influence of the ligand 
design towards the catalyst activity. Although this approach is resource-intensive, it can 
be feasible if the applied method is chosen carefully and in accordance with various 
experimental data. This leads to a faster prediction of the activity as only a few stationary 
points of the mechanism may be sufficient. However, calculations of predictive quality 
involve conformational sampling and high-level electronic structure theory calculations 
and, thus, still come at a relatively high computational demand. To circumvent this issue, 
the existing collection of known zinc-guanidine systems is examined using Machine 
Learning (ML) approaches with the aid of multiple GFN2-xTB-based features[5] to train 
and compare various ML models and quickly determine the activity of new catalysts. In 
addition, the importance of the features leading to efficient catalyst design is analyzed.  
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To this day, the toolset for describing electron correlation in periodic systems remains
DFT-centred. Despite its low cost and strengths, DFT lacks systematic improvability
and is  known to  have difficulties  with  noncovalent  interactions  such as  dispersion.
Periodic methods are still largely missing the tremendous advancements that molecular
quantum chemistry  has  experienced  in  the  past  two  decades  to  reduce  the  steep
polynomial  scaling  encountered  in  second-order  Møller–Plesset  perturbation  theory
(MP2) and coupled-cluster methods.

The Turbomole package is uniquely placed to address this. A periodic LCAO Hartree-
Fock method is already available within the riper module [1], providing the necessary
infrastructure for computing crystal orbital coefficients in terms of Bloch atomic orbitals
for a set of k-points. Efficient molecular pair natural orbital (PNO) methods for MP2 and
CCSD(T) are available in the  pnoccsd module [2] and can readily be extended to a
periodic setting.

This  contribution  will  discuss  recent  developments  in  the  implementation  of  a  3D-
periodic  LCAO  PNO-MP2  method  in  the  Turbomole  environment.  We  outline  the
general framework of the PNO-MP2 approach and highlight some key adaptions for the
periodic scheme, such as the generation of localised occupied Wannier functions, the
imposition  of  periodic  boundary  conditions  on  virtual  orbitals,  and  the  use  of
translational invariance to reduce cost, and the treatment of the slow converging lattice
sum  of  the  Coulomb  integrals.  Preliminary  results  on  non-conducting  systems  are
presented.
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Due to the increasing popularity of non-linear optics in recent years, there is a growing
interest in non-linear response properties, such as two-photon absorption strengths,
circular  dichroism,  and  second  harmonic  generation.  The  accurate  theoretical
description  of  these properties  can be achieved  either  with  numerical  or  analytical
derivatives of the energy or by the evaluation of so-called sum-over-states expressions.
The algebraic  diagrammatic  construction  (ADC) schemes are accurate  and reliable
excited-state  methods  based  on  Møller-Plesset  perturbation  theory  and  provide  an
elegant way to calculate molecular response properties by redefining the sum-over-
states expressions in the ADC formulation.[1] So far, the implementation in the HPC
module of the Python package gator was concerned with excitation energies and linear
response properties at ADC(2) level of theory. These extend the applicability from small
molecules to molecules with up to 1000 basis functions.[2, 3]

Building upon these prerequisites, this work is concerned with the expansion of the
Python  package  gator  from  calculation  of  excitation  energies  and  linear  optical
properties  to  non-linear  optical  properties.  As  an example,  we present  the  parallel
implementation  of  two-photon  absorption  strengths  at  ADC(2)  level  of  theory  by
reformulating the textbook sum-over-states expressions in terms of so-called Fock-like
matrices, which are used in the HPC module of the Python package gator.
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Molecular dynamics (MD) has become an indispensable tool for studying the dynamics 
of chemical reactions. However, the time scales of many processes are significantly 
slower than the time steps of all-atom MD simulations. To address this issue, various 
enhanced sampling methods have been developed, although nearly all are restricted to 
a single potential energy surface. 

In the realm of electronic excited state phenomena, many chemical processes also occur 
on timescales much slower than a single MD time step. Nonadiabatic molecular dynamics 
(NAMD) further complicates this scenario due to the increased computational demands 
per time step, thereby intensifying the need for enhanced sampling techniques. 
Previously, we introduced one of the first enhanced sampling method for NAMD, based 
on forward flux sampling, known as Nonadiabatic Forward Flux Sampling (NAFFS) [1]. A 
major limitation to employing more efficient path sampling strategies has been the non-
time-reversibility of the Fewest-Switches Surface Hopping (FSSH) algorithm, a widely 
used technique in NAMD. 

In this work, we leverage the novel Mapping Approach to Surface Hopping (MASH) [2], 
which is inherently time-reversible, to present a robust non-adiabatic transition path 
sampling method. This approach significantly enhances the efficiency of probing slow 
dynamics in NAMD, paving the way for more accurate and comprehensive studies of 
complex chemical processes. 

 
 
 
 
 
 
 
 
[1]: Reiner, M. M.; Bachmair, B.; Tiefenbacher, M. X.; Mai, S.; Gonzáles, L.; 
Marquetand, P.; Dellago, C. J. Chem. Theory Comput. 2023, 19, 6, 1657–1671 
[2]: Mannouch, J. R.; Richardson, J. O. J. Chem. Phys. 2023, 158, 104111 
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Methanol, particularly when produced from CO2 and renewable H2, is regarded as a 

viable alternative to fossil fuels for energy storage, transportation, and as a precursor to 

synthetic hydrocarbons. It can be used as a surrogate for H2 and CO in the synthesis of 

alcohols, aldehydes, and amines. In 2021, Leitner's group reported the use of 

RuH(CO)(BH4)(HN(C2H4PPh2)2) and MnBr(CO)2(HN(C2H4PiPr2)2) as catalysts for the 

decomposition of methanol into syngas, achieving a ratio of CO:H2 close to the 

stoichiometric 1:2. [1]  

  

In this work, the methanol to syngas reaction mechanism catalyzed by Ru complex was 

studied using DFT calculations and analyzed using microkinetic models. Our results 

indicate that methylformate decarbonylation, contrary to previous studies of forming 

intermediate 4 via Path A or B, proceeds via CO release to yield intermediate 3 (Path 

C). This pathway is favored due to the greater stability of methylformate compared to 

formaldehyde. Furthermore, the reaction preferentially occurs in non-polar solvents 

such as toluene rather than protic methanol, as toluene promotes the formation of 

methylformate and suppresses the formation of intermediates 3. After refining the 

reaction thermodynamics using CCSD(T)/cc-pVTZ method corrections, the proposed 

mechanism aligns well with experimental data. In addition, given the similar acid-base 

properties of the Ru-N in 1 with some heterogeneous catalysts, the mechanistic 

information presented in this work could also be applied to heterogeneous catalysis. 
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Molecular-Level Modeling of NOx -Precursor Release During Oxy-Fuel
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Bastian Schnieder, Ruhr-Universität Bochum, Universitätsstraße 150, 44801
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Atomistic models for the oxy-fuel combustion of tar molecules have been limited to
direct pyrolysis reactions in recent decades. Molecular oxygen and OH• radicals are
essential in the combustion process and yet have frequently been overlooked in earlier
research. Here, we provide an automatized process [1] and techniques for combustion
modeling using the example of tar that contains pyrrole and 2,5-piperazinediones. To
sample the reaction space of these tar compounds in an oxy-fuel atmosphere, we use
reactive MD simulations (ReaxFF, xTB). By applying our workflow, the user is able to
refine automatically reaction events to Coupled Cluster (CC) level. Our approach and
modeling  strategies  offer  large-scale  reaction  networks  for  the  formation  of  NO x

precursors from fuel-nitrogen including mechanisms, reaction energies, barriers, and
rate constants. In perspective, a detailed mechanistic network is the basis for guiding
emission control strategies during tar and char combustion. 
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In its standard single-reference formulation, the coupled-cluster model is one of the 
most accurate tools for describing dynamical electron correlation, as the hierarchy of 
approximations rapidly converges to the full configuration interaction solution. In the 
presence of quasi-degeneracies, the higher-order excitation terms are indispensable 
since low-level approximations do not provide a qualitatively correct structure of the wave 
function. The hierarchy of approximations based on the excitation level breaks down for 
systems featuring many correlated electrons, as found in complexes containing elements 
from the d- and f-block of the periodic table. Possible remedies dedicated to capturing 
strong electron correlation effects are, for instance, tailored coupled cluster methods or 
simplified coupled-cluster approaches, where the cluster operator is restricted to 
electron-pair states. We will focus on a specific flavor of CC approaches where the 
amplitudes can be derived from geminal-based approaches like the pair coupled cluster 
doubles (pCCD) ansatz. Specifically, we will show how open-shell compounds can be 
modeled within pCCD-based approaches using spin-flip-style methods to describe the 
electronic structures of both closed- and open-shell molecules.  
 

1. P. Tecmer and K. Boguslawski, Phys. Chem. Chem. Phys. 24 (2022) 23026–23048. 

2. A. Leszczyk, M. Máté, Ö. Legeza, and K. Boguslawski, J. Chem. Theory Comput. 18 
(2022) 96–117. 

3. K. Boguslawski, Chem. Commun. 57 (2021) 12277–12280. 

4. T. Stein, T.M. Henderson, G.E. Scuseria, J. Chem. Phys. 140 (2014) 214113. 
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Active learning (AL) is a machine-learning approach where the algorithm selectively 

queries the most informative data points for labeling, thereby improving model perfor-

mance with fewer labeled instances. [1] This technique is valuable in computational 

and experimental chemistry where labeling data is expensive or time-consuming. Our 

research investigates the performance of different AL algorithms as a function of the 

underlying data set. 

To explore this hypothesis, several popular AL algorithms, including uncertainty sam-

pling, query-by-committee, expected model change, and covariance sampling were 

compared along with random sampling by changing the labels of an otherwise constant 

data distribution. Using these results, we deduct the correlation between the perfor-

mance of an AL method and the underlying label distribution. 

 

 
Performance of different AL methods over multiple training iterations on the same da-

taset. 
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One of the most promising applications of quantum computing is the quantum-chemical 
calculation  of  molecular  properties  [1-3].  On  near-term  quantum  computers,  the 
electronic ground state wave function of a given molecule can be found by minimizing 
the expectation value of the molecular Hamiltonian. One common algorithm to perform 
this minimization is called the variational quantum eigensolver [4]. Arbitrary operators 
can then be evaluated on the electronic wavefunction on the quantum computer to 
determine molecular properties like energy, electric dipole moment or magnetization. 

The molecular forces can thus be obtained by evaluating the corresponding operators 
on the quantum computer [5]. Based on this, a hybrid quantum-classical algorithm can 
be formulated for  the simulation of  ground-state Born-Oppenheimer dynamics [5,6]. 
The  algorithm consists  of  three  repeating  steps:  firstly,  on  the  quantum computer, 
obtain the ground state wavefunction of a molecule in a given nuclear configuration. 
Secondly, on the quantum computer, evaluate the nuclear force operators. Thirdly, on a 
classical computer, integrate Newtons equation of motion for the nuclei.

We implemented the proposed algorithm and applied molecular dynamics simulations 
for single lithium hydride, hydrogen and water molecules. The quantum computation is 
performed on a noiseless statevector simulator. The infrared spectra derived from the 
simulations achieve a good agreement with experimental data.

Our results demonstrate the viability of hybrid quantum-classical simulation of accurate 
Born-Oppenheimer  dynamics.  While  current  quantum computers  are  too  limited  to 
demonstrate  an  advantage compared to  classical  methods,  in  the  future  they  may 
become a powerful tool for molecular dynamics.
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Two-dimensional infrared (2D IR) spectroscopy is a versatile experimental method to

probe molecular structures and dynamics on various time scales. 2D IR experiments use

multiple laser pulses in an advanced pump-probe setup studying vibrational couplings,

energy transfer and relaxation or dynamics like protein folding mechanisms or the forma-

tion of hydrogen bonds. The complexity of spectra necessitates computational methods

to analyze the results.[1]

Recently published experiments use a phase-cycling scheme to measure 2D IR spectra

of isolated molecular ions showing waiting time dependent intensity variations of coupling

vibrational modes.[3] Here, we set out a computational approach to calculate collinear

phase-cycling spectra similar to our lately developed simulation method VIBRATIONS 2D

for standard non-collinear 2D IR spectroscopy [2], presenting first quantum chemical re-

sults.
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Organic semiconductor thin films are of fundamental importance as active layers in 
various optoelectronic devices, including light-emitting diodes, organic photovoltaic 
cells, and field-effect transistors [1,2]. Unlike their inorganic counterparts, 
optoelectronic properties can be tuned by chemical design, a complex task that 
requires band-structure engineering. Consequently, the photophysics of these layers 
has received significant attention in recent years. A comprehensive theoretical 
understanding of the various processes involved in photoexcitation is necessary to 
evaluate the effectiveness of organic semiconductor materials.  

Therefore, the subject of our study is to accurately describe a total and polarization-
resolved absorption spectra of thin films with an optimally tuned, range-separated time-
dependent density functional theory approach. Several theoretical studies on organic 
semiconductors [3,4] reveal that our approach has excellent agreement with 
experimental data when combined with the utilization of clusters comprising multiple 
monomers and a standard polarizable continuum model to simulate the thin film 
environment.  
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We introduce analysis of  orbital  parities as a concept and a tool  for  understanding 
radicals.  Based on reduced one-  and two-electron density  matrices,  a  fundamental 
quantity, our approach allows us to evaluate a total measure of radical character and 
provides spin-like orbitals to visualize real excess spin or odd electron distribution of 
singlet polyradicals. Finding spin-like orbitals aumotically results in their localization in 
the case of disjoint (zwitterionic) radicals and so enables radical classification based on 
spin-site separability. We demonstrate capabilities of the parity analysis by applying it to 
a number of polyradicals and to prototypical covalent bond breaking. [1]
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In order to describe biochemical processes a hybrid quantum mechanical/molecular
mechanical  (QM/MM)  approach  can  be  applied.  Typically,  semi-empirical  methods,
such as density functional tight-binding (DFTB), are used as the QM method due to the
computational cost of numerous calculations. While DFTB is 2-3 orders of magnitudes
faster than DFT, their approximations lead to deviations from higher level methods [1].

In  our  ongoing  research  we  are  dedicated  to  training  a  4th  generation  High-
Dimensional  Neural  Network Potential  [2]  incorporating environmental  effects during
QM/MM-calculations. This involves including the electrostatic potential caused by MM-
zone  in  order  to  calculate  the  electrostatic  interaction  between QM- and  MM-zone
within  the  electrostatic  embedding  scheme.  While  the  training  takes  place  using
established  Python  libraries  TensorFlow  and  PyTorch,  the  ML/MM  simulation  is
handeled by Gromacs.  The network is  trained using structures of the thiol-disulfide
exchange reaction and the Alanindipeptide dihedral rotation, two processes known for
their strong dependence on the surrounding environment [3,4].

Literature:

[1]C. Gómez-Flores, D. Maag, M. Kansari, V. Vuong, S. Irle, F. Gräter, T. Kubař, M. 
Elstner, J. Chem. Theory Comput., 18, 1213-1226 (2022)
[2]T. Ko, J. Finkler, S. Goedecker, J. Behler, Nat. Commun., 12, 398 (2021)
[3]D. Maag, M. Putzu, C. Gómez-Flores, F. Gräter, M. Elstner, T. Kubař, Phys. Chem. 
Chem. Phys., 23, 26366-26375 (2021)
[4]M. Putzu, F. Gräter, M. Elstner, T. Kubař, Phys. Chem. Chem. Phys., 20, 16222-
16230 (2018)
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Quantum chemical study of a Co-catalyzed carbon dioxide reduction

L. Gerndt, Berlin/DE, M. Roemelt, Berlin/DE

Leon Gerndt, Humboldt Universität zu Berlin, Brook-Taylor-Str. 2, 12489 Berlin/DE

The transformation of carbon dioxide (CO2) into valuable carbon-based fuels presents a
compelling avenue for addressing both the growing global energy demand and the
pressing issue of climate change. However, the development of catalysts capable of
selectively and efficiently reducing CO2 to desired products while outcompeting the
kinetically and thermodynamically competitive hydrogen evolution reaction (HER) remains
challenging.[1] Homogeneous molecular catalysts provide a unique platform to dissect the
electron and proton transfer mechanisms underlying CO2 reduction reaction (CO2RR) due
to their precise tunability. While significant progress has been made in designing molecular
catalysts with tailored ligand systems, an understanding of the key determinants for
efficient and selective CO2 conversion remains elusive, although understanding the role of
supporting ligands is crucial, as redox-active ligands can potentially divert electron density
away from the metal center, thereby hindering hydride formation and potentially
suppressing the undesired hydrogen evolution reaction.[2] This work investigates the
electrocatalytic CO2 reduction of two structurally similar cobalt complexes, [1-Co]2+ and
[2-Co]2+, based on N,N-bis(2,2ʹ-bipyrid-6-yl)amine ligand (see figure below). Despite their
structural similarity, these catalysts exhibit distinctly different product selectivity. While
[2-Co]2+ undergoes both HER and CO2RR (54:46 ratio after 8 h), [1-Co]2+ demonstrates a
pronounced preference for the CO2RR (~97% after 8 h). To elucidate the origin of this
selectivity disparity, the reaction mechanisms for both HER and CO2RR were investigated
utilizing different DFT-functionals. These calculations revealed the well-known issue of
functional-bias, with varying computational results. Notably, however, all tested functionals
predict a negligible difference in selectivity for [1-Co]2+ and [2-Co]2+. Moreover, analysis of
the electronic structure of [1-Co]2+, [2-Co]2+, [1-Co]0 and [2-Co]0, displayed signs of strong
static correlation, as previously observed for similar cobalt complexes.[3] To address these
challenges and gain deeper insights into the underlying factors governing selectivity,
multi-reference computational methods are currently being employed.

[1] Appel et al., Chem. Rev. 2013, 113, 8, 6621-6658.
[2] Matsubara et al., ACS Catal. 2015, 5, 11, 6440–6452.
[3] Malik et al., J. Am. Chem. Soc. 2024, 146, 20, 13817-13835.
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 Industrial-scale carbon fiber production with polyacrylonitrile (PAN) as precursors 
consists of several stages, among which a flame-proofing process involves complex 
multiple chemical reactions, such as cyclization, dehydrogenation, and oxidaton. 
Structural improvement requires a detailed understanding of the reaction mechanism at 
this stage, and molecular simulations would provide useful information. Howver, it 
generally takes long time (typically 103 s) to complete the process and thus conventional 
molecular simulations using molecular dynamics (MD) are hard to apply. To address this 
issue, we have proposed a novel MC (Monte Carlo) / MD hybrid scheme with a simple 
stochastic reaction model, which makes it possible to deal with the evoluation of the 
target system on a much larger time scale.  
 It is crucial to appropriately set the parameters for the MC part which stochastically 
changes the molecular structure using templates. We have picked up seven relevant 
reactions for the flame-proofing process. When we assumed a simple reaction path a 
priori for each reaction and empirically give MC parameters (e.g., atomic distance 
criterion and reaction rate), we successfully traced the structural change for 103 s with 
this MC/MD hybrid simulations. 
 As a next step, we aim to establish a method for determining MC parameters more 
reasonably based on quantum chemical calculations. As an example for cyclization of a 
copolymer of acrylonitrile and acrylic acid, two atomic distances (𝑑OC and 𝑑HN, Fig. 1) are 
chosen as the reaction coordinates, and the potential energy surface is evaluated by 
quantum chemical calculation using DFTB+[1].  A preliminary result is shown in Fig. 2, 
which clearly indicates a saddle point. This approach allows us to have theoretically more 
appropriate MC parameters.  

 
Literature: 

[1] DFTB+, a software package for efficient approximate density functional theory 
based atomistic simulations; J. Chem. Phys. 152, 124101 (2020). 

 
Figure 2. Example of obtained potential 

surface. 

 
Figure 1. PAN-IA copolymer model and two types of 

distance as the reaction coordinates for cyclization. 
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Organic Light-Emitting Diodes (OLEDs) are of significant interest due to their potential in 
creating efficient, flexible displays and lighting, widely used in smartphones, televisions, 
and portable devices. Recent advancements have focused on enhancing their 
performance, lifespan, and color purity, driving the development of new materials and 
technologies.  
 
One such advancement is Thermally Activated Delayed Fluorescence (TADF), which 
boosts OLED performance by utilizing both singlet and triplet excitons. Through reverse 
intersystem crossing non-emissive triplet states are converted into emissive singlet 
states, resulting in delayed fluorescence. This all-exciton-harvesting mechanism allows 
TADF-based OLEDs to achieve high quantum efficiency. 
 
Quantum chemical calculations are crucial for a detailed understanding of the 
photophysical processes undergoing in such systems. The consideration of 
environmental effects is particularly important, as these have a major influence on the 
photophysics of the molecules.  
 
In this work, we introduce a QM/MM approach for investigating the photophysical 
properties of zinc-based TADF emitters in crystalline environment. Starting from an 
experimentally determined unit cell, a super cell is created via expansion into all spatial 
directions. The central molecule of the supercell is treated at quantum mechanical (QM) 
level using the combined density functional theory/multi-reference configuration 
interaction (DFT/MRCI) method. The surrounding is modeled using molecular mechanics 
(MM) with the AMBER software package and the General Amber Force Field (GAFF).  
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Explaining machine learning to understand the influence of DFT methods on
chemical bonding

T. Oestereich, Leipzig/DE, R. Tonner-Zech, Leipzig/DE, J. Westermayr, Leipzig/DE

M. Sc. Toni Oestereich, Wilhelm-Ostwald Institute, Linnéstraße 2, 04103 Leipzig/DE

Decomposition methods are essential for understanding chemical bonding by breaking
down the interaction energy into interpretable terms. However, when using density
functional theory (DFT)-based methods, like energy decomposition analysis (EDA), the
results often vary dramatically with the chosen density functional, raising concerns
about consistency in bonding interpretations.

To address this issue, we benchmarked molecules that are representative of the four
distinct bonding types often compared in EDA, namely, covalent, main group
donor-acceptor, transition metal donor-acceptor, and weakly bound complexes, using a
total number of 28 combinations of functionals and dispersion corrections. We
employed statistical analysis along with supervised and unsupervised machine learning
(ML) to assess how the choice of density functional affects the bonding interpretation.
Explainable artificial intelligence was further used to identify the most influential energy
decomposition terms in classifying the four bonding categories.

Our study found that, despite significant variations in individual EDA terms, bonding
classes can be effectively distinguished using a combination of interaction energy and
the relative electrostatic energy term. [1]

Literature:

[1] T. Oestereich, R. Tonner-Zech, J. Westermayr, J. Comput. Chem. 2024, 45(7), 368.
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Transition metal dichalcogenides (TMDCs) are promising candidates for applications 

in ultra-small, low-power optoelectronic devices.  

However, for successful development, the nonlinear optical properties of these 

compounds, including MoX₂ and WX₂ (X = S, Se, Te), need to be understood 

theoretically and tailored by functionalization with dye molecules. This project 

investigates these properties in functionalized 2D heterostructures, combined with 

graphene and boron nitride (BN). 

To achieve this, we first study the TMDC layers and the dye independently. The TMDC 

layers are investigated periodically to understand their electronic properties. [1] The 

dye, a rylene derivative, is analyzed using time-dependent density functional theory 

(TD-DFT) to simulate its excitations and understand its electronic properties, including 

the frontier orbitals, which are crucial for determining light absorption and charge 

transfer characteristics. Next, we explore the functionalization of TMDC surfaces with 

the dye to study the resulting changes in electronic properties and optical responses. 

By adsorbing the dye onto the TMDC surfaces, we aim to enhance and tailor the 

nonlinear optical behavior of the heterostructures. These simulations utilize a 

combination of local basis set methods and periodic calculations with Turbomole’s riper 

module. [2] 

Our goal is to obtain a fundamental mechanistic understanding and achieve precise 

control over the nonlinear optical properties of these 2D TMDC heterostructures, 

paving the way for innovative applications in optoelectronics. 

 

Literature: 

[1] F. Tran, J. Doumont, L. Kalantari, P. Blaha, T. Rauch, P. Borlido, S. Botti, M. A. 
L. Marques, A. Patra, S. Jana, P. Samal, J. Chem. Phys. 2021, 155, 104103 

[2] R. Lazarski, A. M. Burow, M. Sierka, J. Chem. Theory Comput. 2015, 11, 3029-
3041. 
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Charge Storing Mechanisms in Polyheptazine Imide based COFs
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Department Chemie, Ludwig-Maximilians-Universität München, Butenandtstraße 11,
81377, München, Germany

Covalent organic frameworks (COFs) [1] relying on heptazine imide building blocks are
a class of porous materials that consist of abundant elements such as C, N and H.
Polyheptazine Imide (PHI) based COFs can be synthesized as highly ordered
structures where the heptazine units linked by imide moieties form a 2D planar
graphene-like (g-C3N4) porous material. The design flexibility furnishes them with
tuneable pore size, shapes, and functionalities, making them appealing materials in
recent years. PHI based COFs thus feature as promising candidates for a wide range
of applications like photocatalytic water splitting or materials for solar batteries. [2]

Here, we focus on charge storing properties of hydrogen polyheptazine imide (HPHI),
and potassium polyheptazine imide (KPHI), an essential property for their use in solar
batteries. We use force-field-based and ab initio molecular dynamics (AIMD)
simulations to develop a structural model of PHI in aqueous environment subject to
stochastic interactions with K+ counter ions. The model allows to explore the radical
anionic dynamics and equilibration of excess electrons, i.e., the active species for
catalysis in PHI and their interactions with the aqueous environment. Moreover, the
effect of GGA and hybrid-GGA functionals on the equilibration dynamics is explored.

From our simulations we find that the excess electron spin density shows varying
degrees of localization in the heptazine moieties of PHI, even extending partially into
the aqueous environment in the pore structure, indicating partial charge transfer
between PHI layers or/and PHI-solvent molecules. Further analysis shows the
formation of polaronic structures via structural distortion of the KPHI lattice and a
reorientation of solvent molecules.

References:
[1] Keyu Geng et al., Chem. Rev. 2020, 120, 8814−8933. [2] Hendrik Schlomberg et al.,
Chem. Mater. 2019, 31, 7478−7486.
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Vibrational spectroscopy, particularly infrared (IR) and vibrational circular dichroism 
(VCD) spectroscopy, is a powerful technique for elucidating the structural and 

stereochemical properties of molecules and materials. However, interpreting 
experimental data often requires computationally intensive quantum chemical 

calculations that limit their interpretation. In this study, we develop deep equivariant 
neural networks to predict molecular properties, aiming to improve the simulation of IR 
and VCD spectra using time autocorrelation and cross-correlation functions of the 

electric and magnetic dipole moments, respectively. Given that the latter is a time-
dependent property, this presents significant challenges for machine learning. We 

evaluate various methods to incorporate time-dependency into the learning process 
and assess their effectiveness using (R)-propylene oxide in both gas and condensed 
phases, advancing the application of vibrational spectroscopy. 
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Bochum/DE

A PLATICT system undergoes an intramolecular  charge  transfer  through electronic
excitation during that it experiences a planarization of one and a twist of another single
bond.[1] After electronic relaxation the original geometry is retained through another
PLATICT rotation. 
In this studies, a PLATICT system is investigated to gain insight into the pathway. 
In a first  step,  minima on the ground state and the first  excitated state have been
optimized and their spectra have been investigated in vacuum and in 1-chlorobutane
using COSMO as implicit  solvation model.  The studies of spectra, intrinsic reaction
coordinates  and  potential  energy  surface  scans  of  the  PLATICT  system  with  the
continuum solvation model COSMO and in vacuum gave rise to the assumption that
one can start further studies of the molecule in vacuum and could still compare them
with experimental results in aprotic weakly polar solvents like 1-chlorobutane.
With this assumption, the excitation and dynamics of the vibrational relaxation on the
excited potential energy surfaces S1-S3 have been studied using the surface hopping
method SHARC.[2]
The investigation with SHARC have lead to the assumption, that there are two main
pathways how the PLATICT system can vibrationally relax. These different pathways
lead to different minima on the S1 potential energy surface. 
After the analysis of the excited state surface hopping dynamics, the dynamics on the
ground  state  should  be  exploided.  Hereby,  the  excited  state  minima  have  been
optimized  and  their  frequencies  have  been  calculated.  Upon  this  frequency
calculations, a Wigner distribution for all  S1 minima can be performed.[3] Upon this
Wigner distribution, the emission spectra of this minima have be calculated and ground
state dynamics have been performed.

Literature:

[1] G. Haberhauer, Chem. Eur. J. 2017, 23, 9288.

[2] S. Mai, P. Marquetand, L. González, WIREs Comput Mol Sci. 2018, 8, 1370.

[3] E. Wigner, Phys. Rev. 1932, 40, 749.
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Although Lewis acidity is a fundamental concept in chemistry, there is no unique method 

to quantify it. An often used possibility is to employ the fluoride ion affinity (FIA) as a 

measure. When calculating this property with DFT methods, one usually uses an 

isodesmic reaction with fluorophosgene or the trimethyl silyl cation for which the FIA is 

known experimentally or at a high theoretical level. That is done to avoid the treatment 

of the naked fluoride ion which is often stated as problematic.[1] The latter statement is 

rarely explained or proven. Therefore, the question arises whether it is actually necessary 

to take the path via the isodesmic reaction. To answer this, we generated a high-level 

benchmark set based on CCSD(T) data and used it to evaluate different density 

functionals for the calculation of the FIA of different main group Lewis acids. This was 

done with the anchor point method as well as with direct computations. The results shed 

new light on the applicability of DFT for calculating FIA and the necessity of an anchor 

point approach. 

 

References 
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Poster P197

242
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Transition metal  oxides constitute prototype catalysts  for the oxygen evolution reaction
(OER) in alkaline conditions,1. In order to improve the fundamental understanding behind 
its  catalytic  efficiency,  numerous  studies  attempted  to  derive  structure  activity 
relationships.2,3These  are  complex,4 as  the  atomistic  and  electronic  structure  of  the 
interface  is  strongly  dependent  on  the  electrochemical  potential  and  pH.  Computer  
simulation  based methods are  an important  auxiliary  tool  for  the  rationalization  of  the 
factors  affecting  electrocatalyst  stability  and  activity5.  Theoretical
studies  recently  devised  models  for  the  structure  of  transition  metal  oxide  based 
electrocatalysts,  and  computed  OER energy  landscapes,  with  the  inclusion  of  implicit 
solvation,  and  potential/pH  effects,  by  explicitly  varying  the  system  charge  and  the 
protonation  state.6,7  Nevertheless,  the  explicit  atomistic  description  of  the 
electrolyte/catalyst interface has proven to be important,but also a huge challenge.8,9 

In  the  present  work,  the  protocol  implemented  by  our  group  is  employed  for  the 
determination of the pH/potential dependent surface structure of nickel oxide/nickel-iron 
oxide materials,  using Ni7O24/Ni(7−x)FexO24 model nanoparticles. Incorporation of the iron 
atom in the metal oxide nanoparticle changes the redox properties of the entire structure,  
which in turn determines also acid-base properties of the oxygen in the whole structure. 
Our  calculations  suggest  that  the  electrons  in  the  Fe  d-orbitals  are  most  likely  to  be 
removed first,  upon oxidation,  generating  species with  different  oxidation states  in  the 
catalyst,  and  also  oxygen-based  species  with  different  degrees  of  protonation.  As  a 
consequence,  remarkable  changes  are  seen  in  the  nature  of  the  reaction 
intermediates,which  ultimately  determines  the  OER  energy  landscape  and  the  rate-
determining steps. 

Born-Oppenheimer DFT based ab initio molecular dynamics (AIMD) is employed,as a first  
attempt  to  include  explicit  solvation  in  the  current  pH/potential  model.  For  this 
purpose,transition metal hexa-aqua complexes, with Fe, Ni, Cu, Co and Ir as the central 
ion are studied,with three explicit water solvation shells, along with polarizable continuum 
solvation.  The  AIMD  trajectory  averaged  total  free  energy  changes  upon 
oxidation/protonation are compared with pKa/redox potential experimental values. In the 
picosecond  scale,  single  trajectories  already  sample  many  relevant  configurations. 
Differences  in  the  water  mobility  between  different  DFT  functionals  are  observed,
which affects average energies from AIMD. Moreover, it is possible to build an pH/redox 
scale in which acidic/alkaline or reduced/oxidized species are within 0.2-0.3V and 2-3 pH 
units  of  experimental  values.  The  ultimate  objective  is  to  develop  a  computationally 
feasible  method  to  identify  and  rationalize  rate  determining  steps  of  electrocatalytic 
processes on different materials with explicit inclusion of the electrochemical potential, pH 
and the dynamics of the catalyst/electrolyte interface9.
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Identifying the thermodynamically accessible conformers of a molecule is of utmost 

importance for quantum chemical predictions.[1] The fundamental relevance of 

conformational sampling has led to the development of numerous approaches over 

the past decades. Systematic grid search approaches reduce the search space to 

bond rotations only and sample every possible combination of the associated 

torsion angles. The resulting exponential scaling with the number of bond rotations, 

limits the approach to small molecules. However, introducing heuristic rules, like 

utilizing a database of favorable molecular fragments, allows for exploring the 

conformational space of drug-like molecules in the matter of seconds.[2] To extend 

the search space beyond simple torsional modes metadynamics (MTD) simulations 

using the atomic RMSD as collective variable have been established as a reliable 

and broadly applicable method. However, the simulation itself and, particularly, the 

large number of subsequent geometry optimizations come at a high computational 

cost, restricting the treatable system size to about 200 atoms.[3] In order to match 

accuracy to state-of-the-art MTD based methods at a significantly reduced 

computational effort, a systematic grid search in combination with an efficient 

dimensionality reduction strategy is presented.  For this purpose, a tensor train-

based global optimization algorithm is used in combination with local gradient 

optimizations.[4] For typical drug-like molecules, a relative acceleration of one order 

of magnitude is achieved over the MTD-based reference and in addition the 

polynomial scaling algorithm allows to extend conformational sampling to 

significantly larger molecules at the same electronic structure theory level. 

Literature: 
[1] M. Bursch et al., Angew. Chem. Int. Ed., 2022, 61, e202205735. 
[2] P. C. D. Hawkins et al., J. Chem. Inf. Model., 2010, 50, 4, 572–584. 

[3] P. Pracht, F. Bohle, S. Grimme, Phys. Chem. Chem. Phys., 2020, 22, 7169-7192. 
[4] K. Sozykin et al., Adv. Neural Inf. Process. Syst., 2022, 35, 26052-26065. 
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Tailored calculation of anharmonic infrared signatures of protonated flavins
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Infrared spectroscopy is a versatile tool for the elucidation of subtle structural changes
in biomolecular systems.[1] For example, difference infrared spectroscopy can capture
the subtle structural changes occurring in the hydrogen-bonding network in the center of
the blue light sensor using flavin (BLUF) upon illumination.[2] Still, the interpretation of
the spectra requires computational assistance. At the same time, accurate anharmonic
calculations of vibrational spectra affected by hydrogen bonds are computationally only
in reach for small molecules. Fortunately, often only certain spectral signatures are of
interest, as in the case of BLUF the spectral region is dominated by C=O stretching
vibrations in the flavin.
Recently, we have developed a protocol for tailored potential energy surfaces that en-
able accurate calculation of certain infrared signatures by vibrational structure meth-
ods and validated this protocol on small molecules.[3] Here, we show that this protocol
enables accurate calculation of infrared C=O signatures in (protonated) flavins using
vibrational wave function methods, which is out of reach for non-tailored methodolo-
gies. This study is, hence, a first step towards the description of vibrational signatures
of large biomolecular systems using tailored vibrational-structure methods.

Literature:

[1] T. Kottke et al., Journal of Physical Chemistry A 2017, 121, 335–350. [2] T. Dom-
ratcheva et al., Scientific Reports 2016 6:1 2016, 6, 1–14. [3] J. Hellmers et al., Chem-
Rxiv 2024.
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Hydrogenases are metalloenzymes facilitating the conversion between molecular 
hydrogen and protons and electrons. They are categorized into three types based on 
their active site compositions: [FeFe]-, [NiFe]-, and [Fe]-hydrogenases. [NiFe]-
hydrogenases primarily catalyze the oxidation of molecular hydrogen, whereas [FeFe]- 
and [Fe]-hydrogenases are more inclined towards the production of molecular 
hydrogen.[1-2] Shomura et al. reported the structure of the oxygen-tolerant [NiFe]-
hydrogenase from H. thermoluteolus and proposed an unusual coordination of the active 
site nickel atom.[3] In the oxidized state of the active site, a terminal cysteine residue is 
displaced to a μ-cysteine bridging position by the bidentate coordination of a nearby 
Glu32. Recently, Kulka-Peschke et al. suggested an uncommon closed-shell 
Ni(IV)/Fe(II) state based on the spectral features observed.[4] In biological systems, 
such a high oxidation state of nickel coordinated with soft ligands was unprecedented, 
prompting further investigation. Here, we present arguments for why we consider the 
assignment of the Ni(IV) oxidation state in the soluble hydrogenase (SH) to be 
ambiguous and not fully plausible.[5] An energetically low-lying broken-symmetry 
Ni(III)/Fe(III) state at the active site is a more likely scenario. This state also accurately 
replicates the spectral properties and coordination sphere observed in the oxidized state 
of the [NiFe]-hydrogenase.[5] The Ni(III)/Fe(III) open-shell singlet (S = 0) is formed 
through antiferromagnetic spin-coupling between Ni-d7 and Fe-d5, resulting in evenly 
distributed spin densities across both metal atoms. Finally, we offer some suggestions 
for experimental chemists to help clarify the definitive assignment of redox states.[5] 
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[1] S. P. J. Albracht, R. Cammack, M. Frey, R. Robson, Learning from Nature. 2001; p 
110. [2] P. M. Vignais, B. Billoud, Chem. Rev. 2007, 107, 4206. [3] Y. Shomura, H. Tai, 
H. Nakagawa, Y. Ikeda, M. Ishii, Y. Igarashi, H. Nishihara, S. Ogo, S. Hirota, Y. Higuchi, 
Science 2017, 357, 928. [4] C. J. Kulka-Peschke, A.-C. Schulz, C. Lorent, Y. Rippers, S. 
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Retsou, S. L. D. Wrathall, B. Procacci, H. Matsuura, G. M. Greetham, C. Teutloff, L. 
Lauterbach, Y. Higuchi, M. Ishii, N. T. Hunt, O. Lenz, I. Zebger, M. Horch, J. Am. Chem. 
Soc. 2022, 144 (37), 17022-17032. [5] R. Kumar, M. Stein, J. Am. Chem. Soc., 2023, 
145, 10954 -10959. 
 
  

Poster P201

247



Uncertainty Quantification for Thermodynamic Properties and Frequencies for

Molecules with Torsional Modes

M. Chekmeneva, Braunschweig, C. R. Jacob, Braunschweig

Maria Chekmeneva, Technische Universität Braunschweig, Institute of Physical and

Theoretical Chemistry, Gaußstraße 17, 38106 Braunschweig, Germany,

maria.chekmeneva@tu-braunschweig.de

An important source of error in ab initio calculated thermodynamic properties is the har-

monic treatment of vibrational modes that represent hindered internal rotations. Various

methods have been developed to address this problem. Widely used are uncoupled ap-

proaches employing the one-dimensional hindered rotor (1D HR) model, many of which

are based on the work of Pitzer and Gwinn [1].

Our objective is to develop a method that quantifies the uncertainty caused by the har-

monic treatment of torsional modes for each vibrational frequency obtained in a frequency

calculation, as well as the resulting uncertainty of the thermodynamic properties of a

molecule.

To this end, we implemented a 1D HR model within a python package. Within this model,

the torsional barrier height V0 and the reduced moment of inertia Ired of the rotating top

are the variables defining the 1D HR correction to the thermodynamic functions.

We used the implemented model to realize an approach that quantifies the differences

between the 1D HR-corrected thermodynamic functions and those obtained for a har-

monic potential corresponding to the torsional potential used in the 1D HR model, both

defined by V0 and Ired.

This approach was tested on a range of V0 and Ired, that was selected to cover typical

values for internal rotations of methyl groups.

The poster presents the obtained results and the employed methodology.

The idealized approach reflects errors introduced by the use of a harmonic potential func-

tion to describe hindered internal rotation, but thereby assumes pure torsional motion in

a normal mode. Presently, we are working on the incorporation of the mixing of torsional

and other vibrational motions through internal coordinate analysis.

Literature

[1] K. S. Pitzer and W. D. Gwinn. In: J. Chem. Phys. 10.7 (1942), pp. 428–440.
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Research Data Management in Theoretical Chemistry

Mario Wolter1, Christoph R. Jacob1

1Institute of Physical and Theoretical Chemistry, TU Braunschweig,

Gaußstraße 17, 38106 Braunschweig, Germany

m.wolter@tu-braunschweig.de, c.jacob@tu-braunschweig.de

Collaboration Partners: Vera Krewald (TU Darmstadt), Christian Mück-Lichtenfeld (Uni-

versität Münster), Maren Podewitz (TU Wien), Ralf Tonner-Zech (Universität Leipzig)

Effective data management has emerged as a critical component for scientific advance-

ment and collaboration. While a detailed manual record-keeping of all parameters seems

to be the standard in experimental disciplines, researchers in theoretical chemistry often

simply rely on their folder structures and the saved input and output files. Arguably, this

can lead to massive problems in reproduction of simulation results when things out of the

scope of these files change.

In the first funding phase NFDI4Chem developed an Electronic Lab Notebook (ELN), ex-

tended data and meta-data formats, and ontologies to digitalize experimental data. In

our ongoing work, we took the fist steps of making the Chemotion ELN[1] fit for use in

theoretical chemistry. In order to do this, new functions had to be implemented in the

ELN (e.g. reading general data formats like json and an API to interact with the ELN).

To make this integration of quantum-chemical data even more seamless an ontology for

theoretical chemistry is absolutely essential. From this, the universal data (and meta-

data) format and even the structure of quantum-chemical code can be derived. The

barriers of integration into already existing solutions (e.g. NOMAD[2]) and even on-site

solutions are reduced to an absolute minimum. An adoption of these data-formats as

standard output formats of quantum-chemical software will improve data handling not

only in conjunction with ELNs. In the mean time, already established frameworks for

quantum-chemical workflows (e.g. pyADF[3]) are able to fill this gap.

Once established and sufficently automated, this framework will enable real-time data

capture, organization, and annotation. Researchers can effortlessly navigate, interpret,

and reproduce computational results within the context of their electronic lab journals. By

enhancing Findability, Accessibility, Interoperability, and Reusability[4], it not only facili-

tates effective collaboration but also strengthens the integrity and longevity of quantum-

chemical research data.

[1] Tremouilhac P, Nguyen A, Huang YC, et al., J Cheminform., 9(1), 54 (2017)

https://chemotion.net/

[2] Scheffler, M., Aeschlimann, M., Albrecht, M., et al., Nature 604, 635–642 (2022)

https://nomad-lab.eu, https://nomad-lab.eu/nomad-lab/nomad-oasis.html

[3] Jacob, C.R., Beyhan, S.M., Bulo, R.E., Gomes, A.S.P., Götz, A.W., Kiewisch, K.,

Sikkema, J. and Visscher, L. , J. Comput. Chem., 32: 2328-2338 (2011)

[4] Wilkinson, M. D., Dumontier, M., Aalbersberg, I. J, et al., Scientific data, 3, 160018

(2016)
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Vibrational Dynamics of H3O+⋅Hen Clusters  

 
Inga Voigt, Hannes Hoppe, Uwe Manthe, Bielefeld / Germany 

 
Bielefeld University, Universitaetsstrasse 25, 33615 Bielefeld / Germany 

 
The investigation of H3O+⋅Hen clusters can provide insights relevant in different areas of 
research. First, He-tagging is used in action spectroscopy to investigate molecular 
vibrations. Second, the investigation of hydronium in Helium-droplets offers insights into 
solvation processes in quantum fluids. 
 

The present project focusses on detailed quantum dynamics calculations H3O+*He_n 
clusters of increasing size. Simulations employing the multi-layer multi-configurational 
time-dependent Hartree (MCTDH) approach were performed to study the coupling of 
the floppy hydronium molecule with the surrounding helium atoms. First results will be 
presented. 
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Teaching quantum chemistry with Jupyter Notebooks

M. Buchhorn, Darmstadt/DE, V. Krewald, Darmstadt/DE

Dr. Moritz Buchhorn, TU Darmstadt, Peter-Grünberg-Str. 4, 64287 Darmstadt

The threshold to learn programming is naturally lower for computational chemists than
for experimentalists, but still it is often a skill that is developed along the way. Among
experimentalists, programming is often completely neglected in their training, although
data analysis is an important field and the work load could be reduced in the long run, if
programming skills were developed early.
Recently, Jupyter Notebooks have gained increasing attention in university teaching.
They are for example used as interactive textbooks,[1] or to teach programming for
data  analysis  and  presentation.[2]  Their  advantage  is  the  possibility  to  write  small
portions of code and see the result after execution, which makes it easier for beginners
to understand what is happening with the bits and pieces of larger programs.

We want to present our approach of incorporating Jupyter Notebooks in our quantum
chemistry  bachelor  course,  where  we  use  the  interactivity  to  improve  the  problem
presentation, and the integrated coding environment to let the students solve quantum
chemistry tasks directly in the notebook. It was tested this summer in the computational
chemistry  bachelor  course  at  the  TU  Darmstadt  and  has  received  mainly  positive
responses by the students. Students see more directly were they can employ their new
programming skills to solve problems, helping them not only with quantum chemistry,
but with data acquisition and analysis in general.

Figure: Flow scheme of the exercise process with a main notebook as reference.

Literature:

[1] T. Fransson, M. G. Delcey, I. E. Brumboiu, M. Hodecker, X. Li, Z. Rinkevicius, A. 
Dreuw, Y. M. Rhee, P. Norman, J. Chem. Educ. 2023, 100, 1664–1671.
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Computational approaches to find the hidden phosphate hydrolysis intermediate
in  ATPase p97

J. K. Szántó, München/DE, A. Hulm, München/DE, C. Ochsenfeld, München/DE

Judit Katalin Szántó, Ludwig-Maximilians-Universität, Butenandtstr. 5 (B), D-81377,
München/DE

Phosphate ester hydrolysis is fundamental to various cellular processes, and has been
the topic of many experimental and computational studies. Many NTPases have similar
active sites, and yet small but subtle differences can be enough to result in substantially
different  catalytic  efficiencies.  Reaction  intermediates  in  various  NTPases  were
postulated by several QM/MM free energy studies and the question of whether the
reaction  follows  an  associative,  dissociative,  or  concerted  pathway  has  sparked
controversial debates in the literature [1].

Recently,  evidence from real-time NMR and single-particle cryo-electron microscopy
led to the observation of a long-lived reaction intermediate in p97 [2, 3]. Motivated by
these findings, the focus of our QM/MM based approach was to create a robust and
computationally  cost-efficient  framework  for  computing 31P NMR chemical  shifts  of
nucleotides  [4].  When  applying  our  methodology  to  different  stages  of  the  ATP
hydrolysis  process  at  the  active  site,  many  questions  arise  about  the  catalytic
mechanism  of  p97.  What  is  the  nature  of  the  experimentally  observed  stable
intermediate? What is the associated reaction mechanism and does it take place via a
general  base  or  the  substrate  itself?  Our  current  work  aims  to  provide  a  carefully
calibrated QM/MM-MD study to answer these questions with a combination of reaction
profile  sampling  and  direct  comparison  of  associated  NMR  chemical  shifts  to
experiment.

Literature:

[1] S. C. L. Kamerlin, P. K. Sharma, R. B. Prasad, A. Warshel, Why nature really chose

phosphate, Q. Rev. Biophys. 46, 1, 1-132 (2013) 

[2] S. Rydzek, M. Shein, P. Bielytskyi, A. K. Schuetz, Observation of a transient reaction

intermediate illuminates the mechanochemical cycle of the AAA-ATPase p97, J. Am.
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[3]  M.  Shein,  M.  Hitzenberger,  T.  C.  Cheng,  S.  R.  Rout,  K.  D.  Leitl,  Y.  Sato,  M.

Zacharias,   E.  Sakata,  A.  K.  Schuetz,  Characterizing ATP processing by the AAA+

protein p97 at the atomic level, Nat. Chem. 16, 363–372 (2024) 
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Multidimensional Hubbard models in the MCTDH framework

T. Niermann, Bielefeld, U. Manthe, Bielefeld

T. Niermann, Bielefeld University, Universitätsstraße 25, 33615 Bielefeld

The Bose-Hubbard model facilitates a simplified description of superfluid behavior. In 
the present work, the perspective of describing the quantum dynamics of superfluid 
systems by MCTDH calculations is investigated. Interesting examples would be, e.g., 
molecules solvated in He-droplets.
While  the  simulation  of  the  quantum dynamics  on  one-dimensional  lattices  can be 
routinely performed using tensor contraction schemes as, e.g., DMRG, simulations on 
two and three-dimensional lattices pose a challenge. The present work addresses the 
problem by employing the tree structure of the multi-layer MCTDH approach and a self-
similar mapping of the lattice structure onto a one-dimensional sequence.
Specifically, the multi-layer MCTDH approach in second quantization representation is 
used to study two-dimensional Bose-Hubbard models with up to 64x64 sites. The free 
energy  and  the  condensate  fraction  are  studied  as  a  function  of  temperature.  A 
statistical  sampling  approach  specifically  designed  for  application  in  the  MCTDH 
framework facilitates these calculations.
In addition, available results for the the fermionic Hubbard model will be presented.
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Relativistic Quantum Chemistry in Finite Magnetic Fields 

 
Ansgar Pausch, Amsterdam 

 
Dr. Ansgar Pausch, Vrije Universiteit, 1081HV Amsterdam, The Netherlands 

 
Recent years have seen a rapid increase in quantum chemical calculations performed 
with the finite magnetic field approach. Applications include molecular spectroscopy in 
weak magnetic fields, such as those typically produced in laboratories on earth,[1] as 
well as the investigation of astrochemical conditions, in which magnetic fields of 
considerable strength can be present.[2] Through the finite magnetic field approach, the 
seamless transition from the perturbative regime to the rich and fascinating world of 
non-linear magnetic interactions can be examined.[3] Beyond the Coulomb regime, in 
which the chemical bond is primarily dictated by the Coulomb interaction between 
electrons and nuclei, strange phenomena such as an entirely new type of chemical 
bonding can be observed.[4] Finally, within the Landau regime, magnetic fields are 
strong enough to dominate molecular interactions, making the formation of a chemical 
bond as we know it impossible. 
While magnetic effects have successfully been included perturbatively in quantum 
chemical calculations with relativistic Hamiltonians for decades, only a few works have 
been concerned with the finite magnetic field approach.[5,6] This is somewhat surprising, 
as magnetism and relativistic effects are intimately connected with spin-orbit (LS) 
coupling inducing internal magnetic fields. Like the nonrelativistic case, the finite field 
approach can be used within relativistic quantum chemistry to describe non-linear 
effects. From the perturbative limit (anomalous Zeeman effect, B << LS) to the regime 
in which a magnetic field can effectively decouple spin and angular momentum again 
(Paschen–Back effect, B >> LS), a rich world of non-linear properties is waiting to be 
revealed. 

AAAAAAA 
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Microstructure of [EMIm][OAc]/DMSO/Water Mixtures Leading to
Cellulose Solvation

C. Gradaus, Halle (Saale), M. Brehm, Paderborn, D. Sebastiani, Halle (Saale)

Martin-Luther-Universität Halle-Wittenberg, Institut für Chemie, Von-Danckelmann-Platz
4, 06120 Halle (Saale), Germany

Cellulose, the most abundant biopolymer on earth, has many potential  applications,
including  packaging  materials,  writing  surfaces,  biofuels,  bioplastics,  antifungal
membranes, laminates and phosphorescent materials, among other innovative uses.
Some processes require cellulose to  be dissolved.  However,  dissolving cellulose is
challenging due to its insolubility in most common solvents. Ionic liquids (ILs) such as
1-ethyl-3-methylimidazolium acetate ([EMIm][OAc]) are effective solvents for cellulose.
The addition of aprotic co-solvents such as DMSO enhances dissolution, while protic
anti-solvents such as water reduce solubility. The mechanism of cellulose dissolution in
IL, and exactly how DMSO increases cellulose solubility while water decreases it, is not
yet  fully  understood.  However,  the  interplay  of  IL,  co-solvent  and  anti-solvent  in  a
system has been little addressed. [1][2]

In order to better understand the dissolution process of cellulose, force field molecular
dynamic simulations of [EMIm][OAc] mixtures with different concentrations of DMSO
and DMSO/water were performed as a first step. They provide a first insight into the
microstructure of the two solvent systems in order to determine possible effects of the
co-solvent DMSO on the IL and of the interplay of water and DMSO together on the IL.
For  this  purpose,  different  radial  distribution  functions  (RDF)  were  analysed.  In  a
second  step,  cellulose  was  added  to  the  mixtures  to  investigate  the  influence  of
different  solvent  compositions  and  concentrations  on  solvent-cellulose  hydrogen
bonding. The results provide an interesting perspective on the microstructure of the
pure solvent systems, which gives insight into the effect of the co-solvent DMSO on
[EMIm][OAc]  and  the  effect  of  the  co-solvent  and  anti-solvent  together  on  the  IL.
Furthermore,  the  results  show the  impact  of  different  solvent  systems on cellulose
hydrogen bonding.

Literature:
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Insights into the Proton Transfer Dynamics in Liquid Water from Ab
initio Molecular Dynamics Simulations

Sai Vamsikrishna Isukapalli, Benjamin P. Fingerhut

Department Chemie, Ludwig-Maximilians-Universität München, Butenandtstraße 11,
81377 München, Germany

The dynamics of an excess proton has been studied extensively due to its importance in
biological  and chemical  processes but  conflicting pictures persist  from experiment and
theory regarding the nature and abundance of solvation species in the so-called Zundel-
and Eigen structures [1,2]. Here, we present our results of ab-initio molecular dynamics
(AIMD) simulations using  state  of  the  art  dispersion  corrected hybrid-GGA and hybrid
meta-GGA exchange-correlation functionals (rev-PBE0-D3, PW6B95-D3) that both provide
an excellent description of bulk water, to track the temporal evolution of an excess proton
in liquid water. Unprecedented long time molecular dynamics simulations extending into
the  250  ps  timescale  assure  a  statistically  converged  description  of  proton  transfer
dynamics for which we have  approached the ergodic limit of the dynamics. 

Employing a newly developed distance-based model to follow the time evolution of the
excess proton through the hydrogen bond network of liquid water, we provide an unbiased
description of the excess proton structural diffusion. We find that transport of the proton
occurs via uncorrelated hopping events and a characteristic correlation timescale of 200-
300 fs. Moreover, the strong interaction of three water molecules with the excess proton
induces an asymmetry along the proton transfer coordinate that is reflected in the diffusion
dynamics observed in recent nonlinear two-dimensional infrared spectroscopy [3]. Such
complex reorganization of the Hydrogen bond network are unambiguously connected to
experimental structural observables via differential pair distribution functions.

Finally,  the dynamics of  the Hydrogen bond network is  correlated with  proton transfer
events. We observe that the large-angular jump mechanism of Hydrogen bond exchange
in  bulk  water  [4]  is  instrumental  in  causing in  the  translocation  of  excess  protons.  In
particular, H-bond cleavage of overcoordinated water species drives the transfer of excess
proton in liquid water.

Keywords
Solvated Proton Dynamics, Ab Initio Molecular Dynamics, Density Functional Theory.
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Quantum chemical study of  possible reaction pathways between IO and CH3OO

M.Kalinicenko, Bielefeld, W. Eisfeld, Bielefeld

Michelle Kalinicenko, University Bielefeld, Universitätsstraße 25, 33615 Bielefeld

The chemistry of iodine plays a major role in the complex chemistry  of the marine
boundary  layer,  especially  in  the  unpolluted  atmosphere.  A  particularly  important
molecule in  this  context  is  the IO radical.  Experimental  studies  already proved the
possibility of IO being a factor in the depletion of ozone.[1] 

Due to  the  high  reactivity  of  the  IO radical,  it  is  involved in  many other  important
reactions. The reaction with peroxy hydrocarbons, especially CH3OO, is of particular
interest because of the lack or reliable experimental reaction rates. [2] Even the reaction
products are not known for sure, yet. For that reason, the focus of the present work is
on the quantum chemical calculation of possible reaction pathways of IO with CH3OO. 

The aim of this work is to untangle some of the discrepancies between the different
existing studies, experimental and theoretical. The computed reaction energies suggest
the  initial  formation  of  stable  adducts.  The  reaction  energies  and  free  enthalpies
suggest  that  several  other  product  channels  seem  thermodynamically  possible.
Especially for the adduct formation, thermochemical effects in terms of Gibbs-energy
and enthalpy at finite temperature may be relevant. Less influence of temperature is
found for other reaction channels. It turns out in general that the computed reaction
energies are rather  sensitive to  the treatment  of  electron correlation,  effective core
potential, AO basis, and multi-reference effects.

Literature:
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Configurational Entropy of Mixing in Molecular Dynamics Simulations

T. Hanke, Halle/DE, A. L. Upterworth, Halle/DE, Prof. Dr. D. Sebastiani, Halle/DE

Institut für Chemie – Theoretische Chemie, Martin-Luther-Universität Halle-Wittenberg,
Von-Danckelmann Platz 4, 06120 Halle/DE

Phase transitions such as solution and nucleation processes occur in a wide variety of
chemical systems and therefore also cover a broad range of time scales. An easily
accessible  method  to  study  and  understand  them  are  Molecular  Dynamics  (MD)
simulations, which allow for analysis at both microscopic and macroscopic scale. 
However,  the  simple  question  of  how  far  the  mixing  or  phase  separation  of  the
components  has  progressed  at  any  given  moment  in  a  MD  simulation  cannot  be
answered by most common analysis methods, as they are limited to equilibrium states,
where the entropy of mixing of a multi-component system is a simple expression of the
molar fractions. To the best of our knowledge, its intermediate values for transient (non-
equilibrium) states can not be calculated directly from the particle coordinates so far.

We propose a simple scheme to gain quantitative information also from non-equilibrium
states by computing the configurational entropy of mixing $\Delta S$ based solely on
the set of atomic coordinates [1]. This enables a more detailed and on the fly analysis
of mixing and demixing processes and their dynamics. We demonstrate the potential of
our approach on different molecular mixtures representing both different molecule sizes
and fast and slow mixing and demixing processes.

Literature:
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Electron force field: electronic stopping power and beyond 

 
T. Ovad, Prague/CZ, P. Slavíček, Prague/CZ 

 
University of Chemistry and Technology, Technická 5, 16000 Prague/CZ 

 
Interactions of charged particles with condensed media present a significant challenge 
for theoretical modeling. The large number of particles, high density of states, and 
coupling of nuclear and electronic degrees of freedom make ab initio methods impractical 
due to the insurmountable computational cost. A pragmatic and unconventional solution 
is provided by the electron force field (eFF), which partially captures the quantum 
behavior of electrons at the cost of standard molecular dynamics simulations. [1,2] 
Modifications of the eFF potential are now being developed to overcome the limitations 
of the original version, such as the poor description of p electrons. [3, 4] These “second 
generation” eFF potentials have been applied to study materials under extreme 
conditions. Surprisingly little attention has been, however, paid to the applicability of the 
eFF in the context of radiation chemistry of liquids. 
 
In this work, molecular dynamics simulations with the eFF potential are employed to 
calculate the electronic stopping power of water clusters for various charged particles 
(electron, proton, α particle, and carbon ion) at different kinetic energies. The model 
provides a qualitatively correct dependence, even at lower kinetic energies where 
standard analytical models (such as Bethe’s formula) fail. However, the quantitative 
values of mass stopping power are somewhat underestimated compared to experimental 
results. Additionally, the integral cross sections for different proton-initiated events 
(charge transfer, fragmentation) are calculated within the framework of classical collision 
theory. The results suggest that further modification of the potential may be necessary to 
achieve quantitative agreement with experimental observations, paving the way for 
further development of the eFF as an exploratory tool for the radiation chemistry of water. 
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Development and Implementation of fully variational CASSCF-DFT Methods

B. Helmich-Paris, Max-Planck-Institut für Kohlenforschung, Kaiser-Wilhelm-Platz 1, 

45450 Mülheim a.d.R / DE

In this contribution, we report on the development and implementation of fully 

variational versions of the hybrid CASSCF-DFT methods long-range CASSCF / short-

range DFT[1] and multi-configurational pair-density functional theory (MCPDFT).[2,3]  

In contrast to a previous implementation [4], a full second-order energy minimisation 

algorithm[5] is employed to achieve robust convergence of variational MCPDFT 

calculations.

We investigate the accuracy of both hybrid CASSCF-DFT methods for potential curves 

and typical open-shell molecules and transition-metal complexes.
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Li+ Diffusion at Interfaces of Graphyne and Amorphous Silicon 

 

C. Kirsch, Halle/DE, D. Sebastiani, Halle/DE 
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Silicon is widely studied as an anode material for lithium-ion batteries due to its 

significantly higher Li storage capacity than the commercially used graphite, but it lacks 

good cyclability. To overcome this problem, composites of silicon and different carbon 

allotropes are experimentally investigated, raising the question of the influence of Si/C 

interfaces on overall Li diffusivity in the material. We study Li+ diffusion at interfaces of 

graphyne and amorphous silicon by means of ab initio molecular dynamics simulations, 

and we characterize the diffusive behavior of lithium in the bulk materials as well as 

through the interface on an atomistic level. For this purpose, we identify elementary 

diffusion paths in our simulation trajectories and perform nudged elastic band 

calculations to obtain their migration barriers, which we link to atomic charges and 

coordination geometries of Li along the pathways. In this way, we explain different Li 

mobilities in graphyne, amorphous silicon and through the interface, and highlight 

implications for material design. 
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An accurate description of anharmonicity has been a long-standing problem of physical 
chemistry. Anharmonic effects play an important role in infrared (IR) spectroscopic and 
thermochemical measurements. 
However, it is very challenging to model such behaviour due to the absence of an 
explicit theoretical/analytical framework. One of the most widely used computational 
techniques to obtain anharmonic frequencies is based on the vibrational self-consistent 
method (VSCF). Unfortunately, VSCF is only applicable to the systems of limited sizes 
typically less than 12 atoms and it is computationally very demanding.  
On the other hand, statistical data analysis and machine learning (ML) are gaining 
momentum and are proving to be useful in many fields of science and technology.  
In our recent study gradient boosting regression (GBR) and multilinear regression 
(MLR) algorithms were utilized to predict VSCF frequencies of various hydrogen-
halides and halogenated hydrocarbon molecular clusters. Critically our descriptor set 
consists of a few simple harmonic-based descriptors. It is shown that GBR predicts 
anharmonic frequencies quite reliably and even simple MLR can improve over 
harmonic frequencies when mode-to-mode couplings are taken into account. 
Additionally, transferability to unseen systems is assessed using specific cross-
validation and it is confirmed that the ML models are applicable to larger, unseen 
molecules.[1] 
In another study we applied our ML model to predict anharmonic frequencies of large 
clusters (pentamers up to dodecamers) of hydrogen fluoride whereas anharmonic 
frequencies of smaller clusters were calculated using the VSCF method. The resulting 
anharmonic frequencies were used in thermochemical calculations to obtain fluid phase 
cluster populations and isobaric heat capacities. It was observed that the dominating 
structural motifs are sensitive to anharmonicity in IR frequencies.[2] 
 
Literature: 

[1] J. Khanifaev, T. Schrader, E. Perlt, Phys. Chem. Chem. Phys. under revision  
[2] J. Khanifaev, T. Schrader, E. Perlt, J. Chem. Phys. 2024, 160, 124302  
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Research in nanophotonics deals with the development of plasmonic and dielectric 
nanostructured materials. These so-called metasurfaces and metamaterials allow 
unprecedented control of light leading to revolutionary solutions in fields like beam 
structuring and beam steering, or coloring [1 3]. The realization of such metasurfaces 
and metamaterials is enabled by advances in nanofabrication techniques allowing a 
high design complexity at the nanoscale [4]. To design nanophotonic systems 
efficiently, new photonic optimization methods are required [5]. Additionally, the precise 
knowledge of the optical properties and especially the frequency-dependent responses 
of the underlying materials are of fundamental importance. 
 
To facilitate the design of novel nanophotonic systems, we aim at the efficient 
calculation of the optical properties of established and novel materials from first 
principles. Starting from the atomistic structure of materials, we apply density functional 
theory (DFT) methods to calculate the optical properties (see Fig. 1). Typically, this 
requires the use of periodic boundary conditions (PBC) resulting in computationally 
demanding methods [6]. To overcome this high computational effort, we examine 
alternative simulation approaches without PBC to calculate the optical properties of 
materials efficiently [7]. 

 
Figure 1: Starting from atomistic structures, optical properties of materials can be 

calculated from first principles. On this basis, the optical properties of nanophotonic 
systems can be calculated in subsequent studies. (Images taken from [3,8]) 
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Parity-violating shifts in NMR spectra of chiral molecules containing heavy atoms
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The uniformity of chirality (homochirality) is  a phenomenon found in nature for example 
in  the  prominent  selection  of  L-amino  acids  in  biological  systems.  One  of  many 
hypotheses [1] to explain this phenomenon  are parity violating (PV) effects in chiral 
molecules, caused by the fundamental weak force that can induce an energy difference 
∆Epv between enantiomers [2]. PV effects should be in principle measurable in  nuclear 
magnetic  resonance  (NMR)  spectra  of  enantiomers  [2,3,4]  but  has  not  yet  been 
observed.  Therefore,  a  chiral  model  system must  be  found,  with  PV  effects  large 
enough to be measurable, preferable in a typical laboratory setting. Fortunately, the PV 
energy shifts increases with increasing nuclear charge number [2]. Thus, we report on 
predicted PV effects in NMR chemical shifts and indirect nuclear spin-spin coupling 
constants (J-couplings) for chiral molecules containing heavy atoms. Calculations were 
performed  within  a  quasi-relativistic  framework  using  the  zeroth  order  regular 
approximation  (ZORA)  [5]  with  a  model  potential  [6]  proposed  by  VAN WÜLLEN 
implemented in a modified version [4,7,8] of TURBOMOLE [9]. To estimate the quality 
of the chosen prediction, the calculations use quasi-relativistic two-component density 
functional  theory,  employing  various  exchange-correlation  functionals,  as  well  as 
generalised  HATREE-FOCK (GHF) for reference. The parity conserving NMR chemical 
shifts and J-couplings are compared to experimental data.
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Iron-sulfur clusters play an essential role in biochemistry, participating in various tasks

including the sensing of signaling molecules. One notable example is the enzyme aconi-

tase, which contains a cubane [4Fe-4S] cluster at its active center and catalyzes the

conversion of citrate to isocitrate within the citric acid cycle. Recent studies have re-

vealed that aconitase also functions as a sensor for reactive oxygen species (ROS) to

break the citric acid cycle. ROS can oxidize the [4Fe-4S] cluster, leading to the loss of

one iron(II) center. This oxidation process is reversible, allowing the [3Fe-4S] cluster to

be reduced and regain the iron(II) center.

To date, this process has been primarily studied experimentally. Theoretical insights

could enhance our understanding of this system. While QM/MM methods are typically

used to describe enzymes, these approaches often yield unsatisfactory results for the

calculation of redox potentials due to the non-polarizable nature of most protein force

fields. Additionally, accurately describing the electronic structure of the cluster poses

a challenge. The iron centers are usually antiferromagnetically coupled, meaning that

the cluster can not be described by single reference methods. However, multireference

methods are really costly due to the large number of unpaired electrons at the iron atoms.

Previous calculations of redox properties using broken-symmetry DFT for [2Fe-2S] and

[4Fe-4S] clusters have shown accurate results. However, the oxidized [3Fe-4S] cluster is

a frustrated spin system, and no broken-symmetry state adequately describes this con-

dition. A potentially suitable approach involves parameterizing the empirical Heisenberg-

Dirac-van Vleck Hamiltonian. Diagonalization gives then the corresponding spin ground

state.

Inactive

Active Site:

[4Fe-4S]2+

Aconitase

Active
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In the theoretical screening of Singlet Fission (SF) rates in molecular aggregates, the 
frontier molecular orbital model for dimers is commonly employed.[1] However, this dimer 
approach fails to account for recent experimental findings suggesting that SF 
progresses through an intermediate state featuring two spatially separated, spin-
correlated triplets, specifically a 1(T...T) state. To address this limitation, we generalize 
the frontier molecular orbital model for SF by incorporating separated Charge Transfer 
(C...T) and 1(T...T) states, as well as mixed triplet-charge transfer states, thus delivering 
a Configuration Interaction (CI) methodology for describing SF processes in larger 
molecular aggregates. 

 

 
  

The increased size of molecular aggregates necessitates the automated generation of 
analytic expressions for matrix elements, which we achieve using symbolic algebra. We 
combine second quantization techniques with the Jordan-Wigner representation of 
fermionic creation and annihilation operators, employing symbolic algebra to evaluate 
these operators as Kronecker products of Pauli spin matrices.[2][3] Spin-adapted 
combinations of fermionic operators are represented using branching diagrams. This 
method facilitates the symbolic generation of spin-adapted Slater determinants and 
Hamiltonian matrix elements for one- and two-electron operators, allowing the treatment 
of molecular aggregates with up to 10 monomer units. We demonstrate the application 
of this method by studying the packing dependence of competing formation pathways 
of the 1(T...T) state in perylene bisimides, evaluating diabatic matrix elements.  
 

Literature: 
[1] E. A. Buchanan, Z .Havlas, and J Michl., 10.1016/bs.aiq.2017.03.005 [2] A Singh , 
M. I. S. Röhr., ARXIV.2312.13966. [3] A. Singh. SymbolicCI, https://roehr-
lab.github.io/im1.html,2023
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Photocatalysis represents a groundbreaking approach with vast potential applications
in energy conversion, environmental remediation, and organic synthesis. By harnessing
solar energy, photocatalytic processes can initiate and accelerate reactions that would
otherwise  require  significant  thermal  or  electrochemical  energy  [1].  Over  the  past
decade, several studies have highlighted the excellent photophysical properties of the
ruthenium(II)  tris(bipyridine) complex, [Ru(bpy)3]

2+,  including strong absorption in the
visible  spectrum  and  efficient  excited-state  generation  [2].  These  attributes  make
[Ru(bpy)3]2+ a versatile and highly effective photocatalyst,  particularly in processes
such as carbon dioxide reduction reactions [3].
In  this  study,  we  conducted  a  detailed  computational  investigation  into  the
conformational behavior of non-covalent aggregates involving [Ru(bpy)3]

2+ and a series
of  organic  substrates.  Extensive  conformational  sampling  was performed using  the
metadynamics non-covalent complexes and aggregates algorithm (NCI). The spatial
distribution analysis of the conformers around the [Ru(bpy)3]

2+  complex elucidated the
preferred coordination sites and interaction patterns, such as π-π stacking and n-π
interactions.  Further  TD-DFT  calculations  assessed  the  optical  properties  of  the
aggregates, revealing significant insights into the electron transfer between [Ru(bpy)3]

2+

and the  substrates,  that  occurs  after  light  absorption.  This  comprehensive  analysis
provides a deeper understanding of the structural and energetic factors influencing the
stability of non-covalent complexes involving [Ru(bpy)3]

2+. 

[1] F. Yang et al., Tungsten, 2024, 6, 77.
[2] A.J. Atkins et al., J. Chem. Theory Comput, 2017, 13(9), 4123.
[3] S. S. Rozenel et al., Catalyst Today, 2018, 310, 2.
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Cyclometalated Ir(III) complexes are promising candidates for applications like photocatal-
ysis and photodynamic therapy due to their unique photophysical properties.[1] However,
understanding the factors that govern the photoluminescence efficiency and lifetime is
challenging due to the involved excited–state deactivation processes. Recent research
on a Ru(II) complex[2] has highlighted the importance of having a complete picture of
all possible non–radiative deactivation pathways through different 3MC states to correctly
interpret temperature–dependent emission lifetimes. In this work, we conducted a com-
putational study on four Ir(III) complexes, i.e., fac Ir(R2ppy)(ppz)2 (R = H, F, CN or NH2,
ppy = 2–phenylpyridine and ppz = phenylpyrazole). The extensive experimental[3] and
theoretical[4] data available for the fac Ir(F2ppy)(ppz)2 complex allowed us to validate
our protocol. The effect of electron–withdrawing (CN) and electron–donating (NH2) sub-
stituents on the deactivation pathways have also been taken into account.[5] We provided
a reaction mechanism for the non–radiative ground state recovery by characterizing the
main stationary points (minima and transition states) on the triplet excited–state potential
energy surfaces. Furthermore, we performed a kinetic analysis of the prominent events
following photoexcitation by calculating the radiative rate constant (𝑘r) of the emissive
state, the intersystem crossing (ISC) rate (𝑘ISC) from the emissive state to the ground
state (S0), and the thermally–activated non–radiative rate (𝑘nr). Our findings revealed
that, beyond the two reported 3MC minima,[4] four additional 3MC structures could be
potentially populated. This complexity provides opportunities to manipulate these struc-
tures to enhance or quench the lifetimes of the 3MLCT state. The CN substitution leads
to an enlargement of the 3MLCT–3MC gap by stabilizing the ligand 𝜋∗ manifold but also
diminishes the S0–3MLCT gap, resulting in high intersystem crossing rates and negligible
emission lifetimes. In contrast, with the NH2 substitution a balance between increasing
the 3MLCT–3MC gap and promoting radiative deactivation is achieved, leading to higher
emission lifetimes. This work offers insights into the strategic design of cyclometalated
Ir(III) complexes, facilitating the rational manipulation of their photophysical properties
through targeted ligand substituion.

[1] (a) DiLuzio, S. et al. J. Am. Chem. Soc. 2022, 144, 1431–1444.
(b) Bi, X. D. et al. Inorg. Chem. 2020, 59, 14920−-14931.

[2] Hernández-Castillo, D. et al. Angew. Chem. Int. Ed. 2023, 62, e202308803.
[3] Sajoto, T. et al. J. Am. Chem. Soc. 2009, 131, 9813–9822.
[4] Zhang, X. et al. J. Phys. Chem. C 2018, 122, 6340–6347.
[5] Hernández-Castillo, D. et al. Coord. Chem. Rev. 2024, 510, 215819.
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The field  of  quantum chemistry  has witnessed a paradigm shift  with  the advent  of
machine  learning  (ML)  approaches,  which  have  accelerated  the  exploration  and
understanding of  molecular properties.  Traditional  quantum mechanical  calculations,
while  precise,  often  demand extensive  computational  resources and time.  Machine
learning,  by  leveraging  vast  datasets  and  advanced  algorithms,  offers  a  promising
alternative for predicting molecular properties with remarkable efficiency and accuracy.
Especially for molecular dynamic simulations, machine-learned potentials have gained
interest and are implemented in various computer codes.

Central  to  this  success  are  molecular  descriptors,  which  encode  structural  or
topological  information about the molecule in a way that is advantageous for a ML
algorithm. Several established off-the-shelf descriptors such as ACSF or SOAP [1,2]
are  available.  For  specific  situations however,  we have found that  problem-specific
descriptors can outperform these descriptors while yielding smaller feature vectors and
being easier to interpret [3,4].

Here, we will look into some insights and challenges encountered when designing such
problem-specific  descriptors.  We  discuss  some  implications  of  feature  selection  or
active learning approaches when used in conjunction with these custom descriptors.
We aim to provide some guidelines for studies in this area, which have the potential of
enabling  either  more  efficient  calculations  or  insights  into  structure–property
relationships.
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Ruthenium (II) polypyridyl complexes are attractive binders to DNA. Modifying the hy-
drophobicity, shape, or size of the ancillary ligands around the central ruthenium atom
can induce changes in the binding mode to the DNA double helix.1,2 We investigated
the bindingmodes of [Ru(2,2′-bipyridine)2(5-{4-[(pyren-1-yl)methyl]-1H-1,2,3-triazol-4-yl}-
1,10-phenanthroline)]2+ (RuPy for short), a metal complex featuring a flexible pyrene moi-
ety known for its intercalative properties.3,4,5 Classical molecular dynamics simulations
were employed to gain insight into the non-covalent binding interactions of RuPy with two
different 20 base pair DNA sequences, poly(dA)poly(dT) (AT) and poly(dC)poly(dG) (CG).
In addition to examining the intercalation of the pyrene moiety from the major groove, the
stability of RuPy–DNA adducts was investigated when the metal complex interacts exter-
nally with the DNA and with the major and minor groove pockets. The results indicate
that external and major groove binding are not stable binding modes. Instead, RuPy
preferably intercalates and binds in the minor groove. Unbiased MD simulations show
that intercalation is enabled not only through the pyrene moiety but also via one of the
bipyridine (bpy) ligands, though relative binding free energies predict intercalation of the
pyrene moiety as the most stable binding mode.

[1] Xu, H. et al. Inorg. Chem. Commun. 2003, 6, 766–768.
[2] Komor, A.C. and Barton, J.K. Chem. Commun. 2013, 49, 3617.
[3] Häfliger, P. et al. ChemBioChem 2005, 6, 414–421.
[4] Grueso, E. and Prado-Gotor, R. Chem. Phys. 2010, 373, 186–192.
[5] Avirah, R.R. and Schuster, G.B. Photochem. and Photobiol. 2013, 89, 332–335.
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Solid parahydrogen matrices have been successfully used in matrix isolation
spectroscopy experiments[1,2] at low temperatures (3-5 K) to host molecular impurities.
These matrices provide a gentle environment, allowing for studies of exotic molecules
or labile intermediates hardly accessible by conventional spectroscopic tools. However,
not much is known about how small molecules get embedded in these matrices. In
order to facilitate better understanding of their quantum solvation, we use quantum
simulation techniques like Path Integral Molecular Dynamics (PIMD)[3] and Ring Polymer
Molecular Dynamics (RPMD)[4] to simulate this quantum solid. A crucial foundational
step here is to accurately generate a pure solid para-hydrogen matrix with a realistic
structure. To this end, we replicate the experimental deposition of the matrix within the
simulation as accurately as possible. A new parahydrogen molecule is inserted with a
random velocity towards an equilibrated, 4-layered slab of parahydrogen molecules and
allowed to settle on it. This process is repeated until the desired size of the deposited
matrix has been attained.
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Trefoil factor (TFF) peptides are characteristic secretory peptides of mucous epithelia, 
having crucial roles in maintaining gastrointestinal mucosal homeostasis. These peptides 
possess a well-defined TFF domain stabilized by six conserved cysteine residues 
forming three intramolecular disulfide bonds. [1] The distinctive conformation of the TFF 
domain is associated with enabling the TFF peptides to adapt to different conditions in 
the gastrointestinal tract and making them resistant to degradation. [1,2] Despite their 
known resilience, the stability of disulfide bonds in the TFF peptides under reductive 
conditions and their relevance to the structural stability and integrity of TFF peptides 
remain elusive. 
 
In this study, we examined the stability of the disulfide bonds in human TFF1 through 
reductive stability experiments and explored the impact of disulfide bond reduction on 
the domain structure and dynamics using microsecond-long molecular dynamics (MD) 
simulations. Our experiments revealed that the TFF1 domain is highly resistant to 
reduction, with complete disulfide bond reduction occurring only under the condition of 
an excess reducing agent. For further investigations, all atom MD simulations were 
performed for all possible redox states of the disulfide bonds in TFF1 (i.e., all-intact, 
mono-, di-, and fully-reduced states). Our results showed that, despite minor structural 
and conformational changes upon reduction, the overall compactness and integrity of the 
domain were retained in the all-intact and mono- and di-reduced states. Most disulfide 
bonds stayed buried within the domain, which may explain the high resistance of disulfide 
bonds to reduction as observed in our experiments. Only in the fully-reduced state 
structural changes, including a shift towards a less ordered protein fold, become obvious. 
Our study provides new insights into the notable stability of the TFF1 domain under 
reductive conditions, supporting its ability to maintain functionality in the harsh 
environment of the gastrointestinal tract. 
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Deubiquitinating enzymes (DUBs) catalyze the removal of ubiquitin (Ub) from 
ubiquitinated proteins, thereby regulating numerous cellular processes. The DUB 
Cezanne-2 (Cez2), a cysteine protease (CP), selectively cleaves K11-linked polyUb 
chains [1]. Dysfunctions of Cez2 have been associated with cancer and neurological 
disorders, underscoring the importance of elucidating its catalytic mechanism to facilitate 
the rational development of inhibitors [2]. In this context, molecular dynamics (MD) 
simulations are a powerful tool to explore the catalytical mechanism of DUBs [3]. 
 
In this study, we employed a combination of computational methods to investigate the 
catalytic mechanism of Cez2. AlphaFold2 and comparative structural analysis were used 
to predict 3D structures of both the substrate-free (apo) and diUb-bound (substrate-
bound) states of Cez2. Based on the generally accepted reaction mechanism of CPs, we 
modelled apo Cez2 in the neutral charge state of the catalytic Cys2100/His3670 dyad, 
while diUb-bound Cez2 was modelled in both the neutral and zwitterionic charge 
(Cys210-/His367+) states of the catalytic dyad. We then performed MD simulations using 
the explicit TIP3P water model for 1 µs for four independent replicates for each system 
using the CHARMM36m force field. 
 
Trajectory analysis revealed that substrate binding favoured the proton transfer from 
neutral Cys210 to His367, thus forming the zwitterionic state. This state positioned and 
stabilized the substrate near the catalytic center. We also identified substrate 
configurations likely to undergo enzymatic hydrolysis, suggesting a reaction mechanism 
similar to other CPs. Notably, we detected at least one water bridge between catalytic 
center residues Glu173 and His367 in the majority of the potential productive 
configurations. QM/MM (B3LYP/TZVP//CHARMM36) optimizations confirmed the 
reliability of these configurations and our proposed mechanism. Unlike most CPs, these 
configurations suggest that Cez2 performs catalysis via a Cys210-His367-water-Glu173 
catalytic network. These insights support structure-based drug discovery efforts, 
enabling the design of selective Cez2 inhibitors. 
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Experimental breakthroughs have allowed for time-resolved measurements down to the 
femto- and attosecond scale [1], targeting the very heart of chemistry: nuclear and 
electronic motion. We can now directly observe how photoinduced rearrangements of 
electrons can significantly change nuclear degrees of freedom in atoms and molecules, 
up to dissociation events, as for example in Auger–Meitner decay or Interparticle 
Coulombic Decay (ICD) [2]. Interpreting such observations, though, requires reliable 
theoretical models for these ultrafast processes. 
 
Having already established an analytical framework for the calculation and analysis of 
spectra for electrons which are emitted during electronic decay processes [3] focussing 
solely on the electronic states, we now significantly advance our approach by the 
inclusion of nuclear dynamics [4]. The combination of Fano’s theory of resonances [5], 
the Born–Oppenheimer approximation and time-dependent perturbation theory yields 
improved analytical expressions. These permit a deeper understanding of the 
interaction between electronic and nuclear motion in these processes and enable us to 
extract characteristic energy spacings and lifetimes from complex spectral features. 
 
To illustrate the merits of our improved description, we examine several systems with 
known eigenstates by calculating time-resolved kinetic-energy spectra and analyzing 
signal distributions, peak shapes and oscillation patterns. The selected cases 
encompass different bound states and also final states with a repulsive potential, which 
are important for ICD processes that result in a Coulomb explosion. More extensive 
investigations take into account both the electron emitted as a result of the decay and 
additionally the photoelectron the creation of which initiates the decay process [6]. 
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This study investigates the DNA-binding mechanisms of Palmatine, a protoberberine alka-
loid, with an emphasis on its potential for photodynamic therapy (PDT) and DNA-targeted
therapeutics 1. Our research focuses on understanding the specific interactions of Pal-
matine with DNA, which are crucial for tuning its photophysical behavior and therapeutic
potential. Previous experimental and theoretical studies have attempted to elucidate Pal-
matine’s binding mechanisms, but the precise mode of interaction remained unclear 2,3.
In this study, we fill this knowledge gap by demonstrating that intercalation is the dominant
binding mode of Palmatine to DNA. This binding mode is characterized by the insertion
of planar, aromatic moieties between adjacent DNA base pairs, resulting in significant
structural deformations of the DNA helix, such as elongation and unwinding.

The methodologies employed in this study include equilibrium molecular dynamics simula-
tions to explore the conformational space of the Palmatine-DNA complex, and we utilized
Umbrella sampling to generate free energy profiles, offering insights into the potential of
mean force the binding process.

Our findings indicate that intercalative binding is not only thermodynamically favorable but
also kinetically accessible, as evidenced by the absence of significant free energy barriers
in the potential of mean force profiles. The free energy gain for intercalation is notably
higher compared to other binding modes, such as minor groove binding, underscoring the
enhanced stability and specificity of this interaction. This stability is attributed to strong π-
π stacking interactions, van der Waals forces, and hydrogen bonding, which collectively
contribute to the free energy preference for intercalation.

The comprehensive analysis provided by this study not only advances our understanding
of Palmatine’s DNA binding mechanisms but also highlights its potential as a therapeutic
agent in PDT. By elucidating the specific interactions and stability of Palmatine when in-
tercalated with DNA, we pave the way for optimizing its therapeutic applications, including
selective generation of singlet oxygen and enhanced efficacy in cancer treatment.

[1] Hirakawa et al. Dynamics of Singlet Oxygen Generation by DNA-Binding Photosen-
sitizers. J. Phys. Chem. B 2012, 51, 7313–7326.

[2] Bhadra et al. Molecular recognition of DNA by small molecules: AT base pair specific
intercalative binding of cytotoxic plant alkaloid palmatine. Biochim. Biophys. Acta
2007, 7, 1071–1080.

[3] Mi et al. Binding properties of palmatine to DNA: spectroscopic and molecular mod-
eling investigations Luminescence 2015, 8, 1344–1351.
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Many static molecular properties can be described by derivatives of the energy with 

respect to perturbations to the system. Accurate modelling of these derivatives 

presents challenges for systems whose underlying electronic structure is difficult to 

model. With systems such as transition metal complexes (TMCs), one often turns to 

multireference (MR) methods, such as the complete active space self-consistent field 

(CASSCF) method.

 

This contribution focuses on the performance of the CASSCF linear response (LR) 

method, first developed by Vahtras et al. [1] and now available in ORCA 6 [2]. Results 

of the LR method applied to several well-studied prototypical 3d TMCs show a similar 

accuracy for the EPR g-tensor (a second-order property in non-relativistic wavefunction 

theory) compared to alternative approaches for property calculations in ORCA at the 

CASSCF level—the effective Hamiltonian (EH) and quasi-degenerate perturbation 

theory (QDPT) approaches. A notable advantage of LR is that the wavefunction 

response implicitly includes the (untruncated) infinite sum-over-states, whereas other 

approaches must truncate this summation. Explicit consideration of the low-lying 

excited states is therefore avoided with LR, removing the decision of the number of 

roots to include in the summation when calculating CASSCF properties without 

sacrificing on accuracy. However, despite comparable accuracy of the different 

approaches, the deviation from experiment remains significant in many cases. This 

implementation in ORCA serves as the infrastructure upon which further developments 

in MR LR theories will be built. These methods, such as NEVPT2 LR, aim for higher 

accuracy by including dynamic correlation effects.

 

Currently, magnetic properties are only available in CASSCF without gauge-including 

atomic orbitals (GIAOs). Although this is not of large importance for the EPR g-tensor, 

this has a significant effect on properties such as NMR shieldings. As such, GIAOs are 

currently being implemented and we present here a formalism for the efficient handling 

of GIAO right-hand side terms in CASSCF LR.
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The weak interaction violates parity, which is otherwise preserved by the other known 
fundamental interactions in nature. In chiral molecules, the effects induced by parity 
violation  are  quite  pronounced,  leading  to  a  small  albeit  non-negligible  energy 
difference between the corresponding enantiomers. While it remains an experimental 
challenge to quantify the influence of parity violation in such molecules, the expected 
effect sizes can be predicted theoretically within the framework of electroweak quantum 
chemistry  [1,2].  One  can  yet  wonder  if  there  is  a  scope  to  develop  a  simplified 
theoretical model that predicts the energy difference between two enantiomers without 
explicit calculations. To investigate the same, we focused on few different unsaturated 
chiral compounds as our candidates. This presentation encapsulates the progress and 
the conclusions we have attained thus far.
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In this work, the electrochemical Nitrogen Reduction Reaction (NRR) to NH3 on a so-

called single Atom catalyst (SAC) is investigated. To catalysts, namely C2N and H-PHI, 

are chosen, and combined with different transition metals, Ag, Au and Fe, and the alkali 

metal  K.  For  each  of  the  systems,  the  reaction  mechanisms  of  the  NRR  are 

investigated  with  the  help  of  periodic  density  functional  theory  and  Nørskov’s 

Computaional  Hydrogen  Elektrode  Model  [1].  The  thermodynamics  of  the  different 

reaction steps, charge transfer and finite pH are considered to compute overpotentials 

for the reaction. Further, the Hydrogen Evolution reaction (HER), which is considered to 

be a competitive reaction to NRR, is investigated. The Faraday Efficiency for the NRR 

on  the  studied  catalysts  was  estimated.  The  results  are  compared  to  experiment 

findings[2].
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Subsystem time-dependent density-functional theory (sTDDFT) combined with projection-

based embedding (PbE) has proven to be an effective fragment-based approach for the

calculation of linear-response properties [1]. It is capable of both reproducing super-

molecular excitation energies and providing electronic couplings for local and charge-

transfer excitations [2]. We have recently extended this formalism to the description

of triplet excitation-energy transfer (TEET) couplings in multichromophoric systems [3].

This includes analyses of environmental effects, such as explicit solvent molecules sur-

rounding the interacting chromophores for short inter-molecular distances, and the role

of bridging solvent molecules in longer-range TEET.

Building on these insights, this study aims at performing an in-depth analysis of TEET

mediated by organic molecular bridges. Leveraging the ability of PbE-sTDDFT to de-

scribe strongly interacting subsystems, including those connected by covalent bonds [4],

we explore intra-molecular bridge-mediated TEET processes in covalently bonded sys-

tems, such as the benzophenone–fluorene–naphthalene (Bp–F–Nap) system [5] or π-

stacked polyfluorenes [6, 7]. Our focus is on calculating bridge-mediated couplings of

solvated dimers and polychromophoric systems, considering different subsystem parti-

tioning strategies to capture the two transfer channels of TEET for bridged chromophores:

the single-step tunneling (superexchange) and multistep hopping pathways, in systems

such as Bp–F–Nap molecules [5].
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[1] J. Tölle, M. Böckers, J. Neugebauer, J. Chem. Phys. 2019, 150, 181101.

[2] J. Tölle, L. Cupellini, B. Mennucci, J. Neugebauer, J. Chem. Phys. 2020, 153, 184113.

[3] S. Käfer, N. Niemeyer, J. Tölle, J. Neugebauer, J. Chem. Theory Comput. 2024, 20,

2475–2490.

[4] J. Tölle, J. Neugebauer, .J. Phys. Chem. Lett. 2022, 13, 1003–1018.

[5] S. A. Mavrommati, S. S. Skourtis, J. Phys. Chem. Lett. 2022, 13, 9679–9687.

[6] A. A. Voityuk, J. Phys. Chem. C 2010, 114, 20236–20239.

[7] Y. Si, W. Liang, Y. Zhao, J. Phys. Chem. C 2012, 116, 12499–12507.

Poster P233

279



Automatic orbital pair selection for multi-level local coupled-cluster based on

orbital maps

Nadim Ramez, Lukas Lampe, Johannes Neugebauer

University of Münster, Organisch-Chemisches Institut and Center for Multiscale Theory

and Computation, Corrensstr. 36, 48149 Münster, Germany

The domain-based local pair natural orbital method with coupled-cluster single, doubles

(DLPNO-CCSD) with perturbative triples (T0) is one of the successful local approximations

to the "gold standard" [1, 2] of quantum chemistry, i.e., the CCSD(T) method. It significantly

reduces computational costs while maintaining high accuracy [3, 4]. In this work, the

DLPNO-(T0) method is extended to a multi-level approach for studying proton transfer

reactions [5], incorporating a fully-automatized orbital mapping which is enabled by a newly

developed atom mapping algorithm. Building on the DLPNO-CCSD framework, where the

orbital pair energies for strongly correlated orbital pairs are calculated and prescreened

using semi-canonical Møller–Plesset (MP2), multi-level DLPNO-(T0) only employees orbital

pairs energies that exhibit significant changes along the reaction coordinate. Therefore,

a pair-selection algorithm is applied in which the energy of specific orbital energies are

compared to a predefined threshold. The orbital triples are then mapped along the

reaction coordinate to the different structures A and B (like reactant and product), as in the

previously work from our group, similar to the multi-level method with DLPNO-CCSD [6].

For the DLPNO-CCSD energies in the multi-level case, care is taken to ensure that

the orbital pairs between two structures along a reaction coordinate are approximately

the same by mapping, likewise for DLPNO-(T0) for orbital triples. The aim of these

approximations is to calculate only strongly correlated triples for all structures and to

neglect triple energies which do not significantly change between different structures. In

other words, this approximation focuses on contributions relevant for changes in relative

energies. An advantage of this method is the computational effort in terms of computational

time and memory usage.

[1] R. O. Ramabhadran, K. Raghavachari, J. Chem. Theory Comput. 2013, 9, 3986–3994.
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[3] C. Riplinger, B. Sandhoefer, A. Hansen, F. Neese, J. Chem. Phys. 2013, 139, 134101.

[4] Y. Guo, C. Riplinger, U. Becker, D. G. Liakos, Y. Minenkov, L. Cavallo, F. Neese, J.

Chem. Phys. 2018, 148, 011101.
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In the realm of thermally activated delayed fluorescence (TADF)-exhibiting coinage metal 
complexes, the CAAC-5—Cu/Au—carbazolate complexes shine as an exemplary 
beacon. [1] Key features are small energy gaps of the lowest singlet and triplet excited 
states (ΔE(S-T)), efficient spin–orbit coupling and large fluorescence rates. Comparative 
studies assessed the steric demand and the rigidity of the acceptor NHC as crucial in 
suppressing the nonradiative decay and achieving 100 % luminescence quantum yield. 
[2] Here, we computationally examine a series of carbene coinage metal amide 
complexes containing a novel CAAC-4 as potential TADF candidates.  
 
To this end, we employ the combined DFT/MRCI method [3] to investigate the energy 
landscapes. It performs well in describing the sought charge transfer (CT) states due to 
a balanced description of dynamic correlation from DFT orbitals and static correlation 
from a CI treatment. Together with the spockCI and VIBES program, fluorescence, 
phosphorescence and intersystem crossing (ISC) rate constants can be quantified. 
 
The desired ligand-to-ligand CT (LLCT) states [4] are found as the lowest excited states, 
with metal-to-ligand CT (MLCT) states lying closely above. All examined complex display 
potential for TADF-emission due to small ΔE(S-T) values and substantial ISC rates. 
Despite emission in the red and infrared region, the fluorescence rate constants remain 
high (107 s-1). The trends within the series of the donor ligands and the metal atoms allow 
to determine a best-performing candidate. Synthetic work is in progress to assess the 
theoretical predictions.  
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Two-dimensional materials with unique electronic properties have been the focus of 
intense  research  due  to  their  large  potential  for  nanoelectronic  devices.  Magnetic 
ordering  in  such  systems  increases  the  range  of  possible  applications  and, 
consequently,  has attracted increased attention [1].  A particularly promising class of 
materials are transition metal halides. In particular, MnI2 is a multiferroic material, in 
which electric polarization and magnetization are coupled [2]. Understanding the atomic 
scale structure and its effect on electronic and magnetic properties is vital to optimize 
such materials for future applications.

Combining  several  microscopy  experiments  with  density  functional  theory  (DFT) 
calculations (in particular,  PBE+U), we investigate the growth of MnI2 on a Ag(111) 
surface. Calculated structural parameters agree with those obtained from Kelvin probe 
force  microscopy.  The  MnI2 islands  grow  in  a  truncated  hexagonal  shape  with 
alternating short and long edges, which also vary in their contact potential differences. 
The calculated local work function and relative stabilities of different edge terminations 
suggest  that  the  islands  are  zigzag-terminated.  These  results  demonstrate  the 
electronic properties of the MnI2 layers and are the foundation for further experimental 
and theoretical work on their magnetic structure.
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Non-heme iron-oxo bio-mimetic catalysts have emerged as promising bio-inspired 
candidates for various reactions, including oxidation, hydroxylation (specifically 
hydrogen atom transfer or HAT), and epoxidation. Besides the experiment, 
computational studies have recently become a vital tool in designing and optimizing 
such catalysts. It has been shown that the reactivity of non-heme iron-oxo bio-mimetic 
catalysts is strongly dependent on the electronic structure of the iron centre, which can 
be tuned by modifying the ligands. Additionally, solvent effects may significantly impact 
the reaction rate and selectivity of these catalysts [1,2]. Detailed information on the 
reactivity of such bio-mimetic complexes is required for the development of more 
efficient and sustainable catalysts for industrial and environmental applications. In this 
work, we present our computational results on the investigation of the electronic 
structure and reaction mechanisms of three non-heme iron-oxo bio-mimetic catalysts. 
To do so, we use different computational approaches, including ab initio single- and 
multireference methods (e.g., LUCCSD(T), DLPNO-CCSD(T), PNO-CCSD(T), and 
DMRG-CASPT2) to explore the catalytic activity of these systems and to elucidate the 
role of the ligands and solvent on their reactivity. 
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Characterizing and unveiling new chemical bonds and interactions in proteins are 
essential due to their impact on deepening our understanding of these systems and their 
accompanying applications, e.g., in drug design and protein engineering. Despite the 
considerable impact of such investigations, to the best of our knowledge, no systematic 
framework is available to carry out such studies.  
 
In this paper, we propose a machine-learning-based roadmap to automate discovering 
chemical bonds and interactions in proteins. Our method comprises (i) the construction 
of targeted datasets for specific chemical bonds, employing rigorous criteria including 
atom types, interatomic distances, and protein structure resolution, and (ii) exploration of 
this high-dimensional data using machine learning techniques to identify effective 
descriptors and predict candidates hosting certain chemical bonds in their structures. 
 
To demonstrate the applicability of our approach, we integrate our predictive modeling 
method with experimental observations for covalent nitrogen-oxygen-sulfur (NOS) 
linkages between lysine and cysteine (Lys-NOS-Cys). Particularly, we have unveiled 78 
new NOS linkages beyond the previously known lysine-cysteine cases [1, 2] for lysine-
cysteine, glycine-cysteine and arginine-cysteine pairs from an analysis of 170,127 X-ray 
determined protein structures. Although we focus on exploring NOS linkages, our 
proposed method can characterize any chemical bond or interaction, which paves the 
way for discovering various chemical connections within protein structures. 
 
This systematic, machine learning-driven framework represents a significant step 
forward in automating the discovery and characterization of chemical bonds in proteins, 
offering new insights and opportunities for innovation in structural biology and related 
fields. 
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Protein design via noncanonical amino acids (NCAAs) holds potential for improving spe-

cific interactions that is useful, for instance, in cancer therapy, but the vast chemical

space of NCAAs and the computational demands associated with their investigation sig-

nificantly limits any design. In this work, we leverage deep learning, in particular a MACE

model (Message Passing Neural Network for Atomic Cluster Expansion) [1], trained on

da dataset that contains density functional theory-based interaction energies of two mil-

lion amino acid - NCAA pairs. These NCAAs were designed using generative learning.

By using the MACE model to subsequently screen the interaction energies between each

NCAA and the rest of the protein-side chains, it is possible to bias the generative model

to improve the design [2,3]. The best candidates are analyzed with statistical tools tested

against classical bioninformatics tools.

(1) Batatia, I.; Kovacs, D. P.; Simm, G.; Ortner, C.; Csanyi, G. Advances in Neural Infor-

mation Processing Systems 2022, 35, 11423–11436.

(2) Gebauer, N.; Gastegger, M.; Schütt, K. Advances in neural information processing

systemsy 2019, 32.

(3) Westermayr, J.; Gilkes, J.; Barrett, R.; Maurer, R. J. Nat. Comput. Sci. 2023, 3,

139–148.
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The regio- and stereoselective copper-mediated hydroxylation of non-activated aliphatic 
C–H bonds, initially reported by Schönecker, [1] has evolved into an enormously useful 
synthetic tool. [2,3] Continued research along these lines has led to the development of 
the so-called clip-and-cleave concept [4,5] that enables aerobic regioselective 
oxygenations of substrate ketones and aldehydes in a broader fashion. Recently, 
Schindler expanded this concept towards enantioselective transformations and 
showcases the regio- and enantioselective hydroxylation of 1-acetyladamantane to 
afford (S)-1-acetyl-2-adamantol with enantiomeric excess exceeding 98%. Experimental 
UV-Vis measurements suggest the presence of a transient bis-μ-oxo [Cu2O2]2+ entity. [6] 
We present a comprehensive quantum chemical study exploring the underlying reaction 
mechanism and electronic structures of key species involved via broken-symmetry 
density functional theory. Analysis of Intrinsic Bond Orbitals and Natural Localized 
Molecular Orbitals along the reaction trajectory suggest a sequence of Hydrogen Atom 
Transfer, intramolecular electron transfer and OH– rebound during the key reaction step. 
The results align well with experimental data and provide a detailed rationale for the 
observed selectivity. 

 
Literature: 
[1] B. Schönecker, T. Zheldakova, Y. Liu, M. Kötteritzsch, W. Günther, H. Görls, Angew. 
Chem. Int. Ed. 2003, 42, 3240–3244. [2] Y. Y. See, A. T. Herrmann, Y. Aihara, P. S. Baran, 
J. Am. Chem. Soc. 2015, 137, 43, 13776–13779. [3] R. Trammell, Y. Y. See, A. T. 
Herrmann, N. Xie, D. E. Díaz, M. A. Siegler, P. S.  Baran, I.  Garcia-Bosch, J. Org. Chem. 
2017, 82, 15, 7887–7904. [4] J. Becker, Y. Y. Zhyhadlo, E. D. Butova, A. A. Fokin, P. R. 
Schreiner, M. Förster, M. C. Holthausen, P. Specht, S. Schindler, Chem. Eur. J. 2018, 24, 
15543–15549. [5] P. Specht, A. Petrillo, J. Becker, S. Schindler, Eur. J. Inorg. Chem. 
2021, 1961–1970. [6] A. Petrillo, K. F. Kirchgeßner-Prado, D. Hiller, K. Eisenlohr, G. 
Rubin, C. Würtele, R. Goldberg, D. Schatz, M. C. Holthausen, I. Garcia-Bosch, S. 
Schindler, manuscript submitted for publication. 
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Spin-Forbidden Chemistry: The Case of Azobenzene 
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Chemical reactions in excited states are typically initiated by photons and the field is well-
developed due to the fast development of laser technologies. Little is known about 
electron-induced chemical reactions. Electron impact can excite molecules into spin-
forbidden states, potentially altering their reactivity in an unusual manner. We chose the 
prototypal photosensitive molecule azobenzene as a model system for a theoretical 
study of electron reactivity. We describe azobenzene transformations in electron-induced 
excited states, investigate the effect of the solvent (methanol) on the processes, and 
compare the results with those obtained from light-induced phenomena. The excitation 
processes were described by calculating the electron energy loss spectra [1] and the 
characterization of molecular orbitals was conducted with density functional theory. Non-
adiabatic QM/MM simulations with Landau–Zener surface hopping technique were used 
to study the relaxation processes after excitation into (i) the two lowest triplet states (T1, 
T2), directly available after the electron interaction, and the simulations with Tully surface 
hopping technique [2] were used to study (ii) the two lowest singlet states (S1, S2), 
primarily available after photochemical activation. Surprisingly, while the light-induced 
excitation led to the isomerization reaction as expected, electron interaction caused the 
molecule to dissociate into two phenyl radicals and a nitrogen molecule. 
 

 
Figure 1: Electron-induced dissociation reaction 

 
 
[1] M. Dubecký, R. Derian, L. Horváthová, M. Allan, I. Štich, Phys. Chem. Chem. Phys. 

13, 20939–20945 (2011). 
[2] J. Suchan, J. Janoš, P. Slavíček, J. Chem. Theory Comput. 16, 5809–5820 (2020). 
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the vertical Hessian method 
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For the computation of vibrationally resolved electronic spectra, various approaches can be 
employed. Adiabatic approaches simulate vibronic transitions using harmonic potentials of 
the initial and final states, while vertical approaches extrapolate the final state potential from 
the gradients and Hessian at the Franck−Condon (FC) point, avoiding a full exploration of 
the potential energy surface (PES) of the final state. Our implementation of the vertical 
Hessian (VH) method has been validated with a benchmark set of four small molecules, each 
presenting unique challenges such as complex topologies, problematic low-frequency 
vibrations or significant geometrical changes upon electronic excitation. We assess the 
quality of both adiabatic and vertical approaches for simulating vibronic transitions. For two 
types of donor−acceptor compounds with promising thermally activated delayed 
fluorescence (TADF) properties, our computations confirm that the vertical approaches 
outperform the adiabatic ones. The VH method significantly reduces computational costs and 
yields meaningful emission spectra, where adiabatic models fail. More importantly, we 
pioneer the use of the VH method for the computation of rate constants for non-radiative 
processes, such as intersystem crossing (ISC) and reverse intersystem crossing (rISC) along 
a relaxed interpolated pathway of a donor−acceptor compound.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
On the poster I will highlight the potential of the VH method to advance computational vibronic 
spectroscopy by providing meaningful simulations of intricate decay pathway mechanisms in 
complex molecular systems. I will compare the computational results of various different 
approaches and show advantages and disadvantages. [1] 
 

 

Literature: 

[1] Böhmer, T., Kleinschmidt, M., Marian, C. M. Toward the improvement of vibronic 
spectra and non-radiative rate constants using the vertical Hessian method. J. Chem. 
Phys. 2024, submitted. 
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Incorrect dynamics near through-bond QM/MM boundaries is rescued by
respecting force field Coulomb exclusions

A Zlobin, Leipzig/DE, S Puschkarev, Moscow/RU, P Kachkin, Moscow/RU, J Meiler,
Leipzig/DE, A Golovin, Moscow/RU

A Zlobin, Institute for Drug Discovery, Leipzig University Faculty of Medicine, Liebigstr.
19, 04103 Leipzig, Germany

QM/MM simulations have been established as a major method in computational
enzymology. They are used to model chemical rearrangements within enzymatic active
sites at the quantum mechanical level of theory, while keeping most of the simulated
system under much simpler classical treatment to achieve reasonable computational
speed. In the community, it is common to tie the reliability of the QM/MM-powered
inference about real biomolecules to the level and intrinsic accuracy of the QM method
used. However, we have recently demonstrated that the QM/MM covalent coupling
itself may invalidate any QM/MM molecular dynamics experiment irrespective of QM
description. [1] We presented concrete examples of cases where incorrect treatment of
boundary electrostatics results in qualitatively different inference.

Here, we expand on the issue by addressing incorrect descriptions of near-boundary
dynamics. We showcase that the use of the “amber” force field term retainment scheme
dramatically and qualitatively distorts bond rotations. For the “classical” scheme, we
report systematic shifts in distributions of angles and dihedrals involving one or two QM
atoms. We uncover that the unifying reason for this artifact is the neglect of excluding
covalently neighboring atoms from calculating non-bonded electrostatic interactions, a
notion along which all modern force fields are parameterized. This results in 1-2 and
1-3 interactions between QM and MM atoms that should be absent, and in 1-4
interactions that are not properly scaled down, as is common in some force fields
including the widely used Amber family. We then show how supplementing the
calculations with counteracting potentials restores the correct near-boundary dynamics
and structure, and provide direct recipes and code for creating such.

Our results highlight a universal critical issue in all additive-type QM/MM simulations
with a profound negative impact on the quality of scientific inference. The guidelines we
provide help to minimize the disruptive effect of such artifacts to power up more
accurate and better interpretable computational experiments.

[1] A Zlobin, J Beliaeva and A Golovin, J Chem Inf Model. 2023 Jan 23;63(2):546-560.
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Photochemical ring-closure reaction: Mechanism and product configuration

K. Janke, Marburg / DE, T. Itzenhäuser, Marburg / DE, U. Koert, Marburg / DE, R.

Berger, Marburg / DE

Hans-Meerwein-Str. 4, 35034, Marburg, DE

A photochemical organic reaction mechanism is investigated with regard to a five-membered

ring-closure and the absolute configuration of the chiral centers in the product. As a start,

a qualitative Hückel Molecular Orbital analysis of the associated π-systems is performed

and an orbital correlation diagram constructed. Subsequently, density functional theory is

applied to obtain a state correlation diagram and more detailed information on the mech-

anism of the ring-closure, since intermediates of the proposed mechanism can not be

isolated in the laboratory. Finally, the configuration of the chiral centers in the product

molecules is determined. Results from the computational study are compared to experi-

mental observations.
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Advances in quantum computing hold the potential to revolutionize the simulation of 

complex materials, including those critical for next-generation batteries. However, the 

complexity of typical battery materials is still prohibitive for exact simulations on current 

or near-term quantum hardware. 

 

One promising approach is the use of quantum embedding techniques, which enable 

the treatment of correlated electronic states in large systems by partitioning them into 

manageable subproblems. We explore the application of Density Matrix Embedding 

Theory (DMET) [1,2] as a quantum embedding method to bridge classical and quantum 

computational resources [3]. Within DMET, few correlated degrees of freedom can be 

solved on the quantum computer, while the remaining part is solved with classical 

methodology, self-consistently connected to the quantum part. This approach paves 

the way for real-world problems from battery simulation to profit from near-term 

quantum computers. 

 

Literature: 

 

[1] Knizia and Chan, Phys. Rev. Lett. 109, 186404 (2012) 

[2] Wouters et al., J. Chem. Theory Comput. 12, 2706 (2016) 

[3] Cao et al., npj Comput. Mater. 9, 78 (2023) 
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Polymorphic stability is one of the critical considerations in drug development, which 
requires accurate energy estimations to determine the most stable structure. Molecular 
crystal polymorphs exhibit very small energy differences, often less than 1 kcal/mol. In 
addition to the electronic energy, relative polymorphic stabilities are influenced by 
thermodynamic conditions. Therefore, a comprehensive understanding of relative 
thermodynamic stability is essential for the successful description of crystalline 
compounds. Consequently, to determine the most stable polymorph, zero-point and 
thermal effects should be incorporated in the calculations. To grasp the change of the 
unit cell volume with temperature we use the quasi-harmonic approximation (QHA) 
[1,2], where vibrational free energies are calculated at several unit cell volumes around 
the equilibrium geometry, allowing to track the impact of thermodynamic conditions on 
the relative stabilities of polymorphs. From the electronic structure side, hybrid density 
functionals with large basis sets are usually preferred to get more reliable results, 
however, for periodic systems such calculations are often not feasible. Therefore, we 
use a multimer embedding approach [3], where multimer energies, calculated with a 
hybrid functional up to trimers (PBE0+MBD), are embedded into a cheaper GGA 
functional (PBE+MBD). Combining all the above methods, we finally arrive at the best 
possible polymorph stability rankings, including their phase diagrams.  
 
As part of the COST action CA22107 (BEST-CSP), we compare our state-of-the-art 
theory with several experimental results. In this particular case, we computed phase 
diagrams for the orthorhombic (α) and monoclinic (β) polymorphs of benzophenone. 
Moreover, we showcase the relative lattice energies of five other compounds calculated 
via multimer embedding: 4-hydroxyacetophenone, metacetamol, picolinamide, 
phenylpiracetam, and sulfamerazine. 
 

Literature: 

[1] J. Hoja, A. M. Reilly, A. Tkatchenko, WIREs Comput Mol Sci 2016, 7, e1294. 
[2] G. A. Dolgonos, J. Hoja, A. D. Boese, Phys. Chem. Chem. Phys. 2019, 21, 24333-
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Assessing Solid Catalysts with Ionic Liquid Layers 

(SCILL) from Molecular Dynamics Simulations: 
On the Role of Local Charge Polarization 
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Erlangen-Nürnberg, Nägelsbachstraße 25, 91052 Erlangen, Germany 
 
To enhance heterogeneous catalysis on metal surfaces, the addition of ionic liquids (IL) 

provides additional tuning options - which led to the increasingly prominent SCILL 

(solid catalysts with ionic liquid layer) concept. Our atomistic scale understanding of 

SCILL systems benefits from modelling and simulation in multiple ways. While small 

(sub-)systems may be characterized by quantum approaches, molecular mechanics 

(MM) models offer the evaluation of large and complex systems. This includes dynamic 

aspects such as the self-organiztion of the entire IL layer on the catalyst. While 

conventional MM readily describes IL arrangements on flat metal surfaces,[1] 

the assessment of IL deposition on substrate-supported metal nanoparticles calls for 

careful analyses of the locally induced charges. For this purpose, we demonstrate the 

application of the QEq model for unravelling i) metal polarization upon IL association, ii) 

charge transfer between substrate and supported nanoparticle species because of 

contact voltage and iii) externally applied voltage.[2] On this basis, up to 100 nm scale 

simulation models offer the assessment of complex SCILL systems used for state-of-

the-art (electro-)catalyses. 

 

Fig. 1: Pd nanoparticle supported on a graphite electrode before IL association. Local charge is 

illustrated by a color code.[2] 

 

Literature: [1] Eschenbacher R. & Trzeciak S. et.al., Top. In. Catal. 2023, 66, 1202-

1216. [2] Trzeciak S. & Zahn D., Chem. Eur. J. 2024, accepted. 
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Photodynamical simulations of transition metal complexes are often challenging due to 
the high density of electron-vibrational states with numerous non-negligible 
nonadiabatic and spin-orbit couplings. Overall, the dynamics after photoexcitation is 
characterized by rapid transitions between states of different character and multiplicity. 
The kinetic rates may be deduced from transient absorption experiments, however, a 
more detailed analysis is prevented by the complexity of the systems. Quantum 
dynamics simulations based on a pre-computed model Hamiltonian may provide such 
insights. To reduce the complexity, one is tempted to identify couplings or vibrational 
modes most relevant to the dynamics. Here, we address challenges beyond such 
model reduction for an exemplary transition metal complex. 
 
Using multi-layer multiconfigurational TDH with a model LVC Hamiltonian, we have 
studied the laser-driven dynamics [1] of the exemplary Fe(II) homoleptic complex which 
was previously studied spectroscopically and theoretically including surface-hopping 
simulations [2]. The reduction of the number of electronic coupling parameters was 
explored, followed by a reduction of the number of vibrational modes. The structureless 
linear absorption spectrum was not useful in this respect, and, therefore, the TDH 
dynamics results were analyzed instead. Quantum dynamics is influenced by a large 
number of small couplings, which prevents the identification of a representative model 
with just a few degrees of freedom. For the thus established model, still containing 70 
vibrational modes and thousands of coupling terms, the effect of correlations on the 
dynamics was investigated. Here one would have expected that given the nature of the 
model, effects beyond the mean-field description play a minor role only. Surprisingly, 
only the inclusion of correlations brings the dynamics in good agreement with 
previously reported TSH simulations and experiments. We expect that the challenges 
for model reduction discussed here for an exemplary case are typical for similar TM 
complexes. 
 
Literature: 

[1] O. S. Bokareva, O. Kühn Quantum Dynamics of Photoactive Transition Metal 
Complexes. A Case Study of Model Reduction in "Comprehensive Computational 
Chemistry", L. Gonzalez (ed.), Elsevier (2023)  
[2] J. P. Zobel, A. Kruse, O. Baig, S. Lochbrunner, S. I. Bokarev, O. Kühn, L. González, 
O. S. Bokareva, Can range-separated functionals be optimally tuned to predict spectra 
and excited state dynamics in photoactive iron complexes?, Chem. Sci. 14 (2023) 
1491–1502. 
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Systems using FCI-QMC
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Center for Advanced Systems Understanding (CASUS), Helmholtz-Zentrum Dresden-
Rossendorf e.V. (HZDR), Conrad-Schiedt-Straße 20, 02826 Görlitz, Germany

Periodic systems require a special treatment of the Coulomb operator for the 
description of electron-electron-interactions. In CP2K[1], Hartree-Fock energies are 
calculated with a truncated operator[2] affecting the accuracy of post-Hartree-Fock 
calculations. We benchmarked the different available post-SCF schemes (RPA-AXK[3], 
rPT2[4], MP2[5]) with accurate FCI-QMC[6,7] calculations to investigate the effect of 
these approximations. Our results confirm that in the given regime, post-SCF methods 
lead to too low energies, artificially stabilizing periodic systems.

Literature:
[1] Kühne et al., J. Chem. Phys. 152, 194103 (2020)
[2] Guidon et al., J. Chem. Theory Comput. 5, 3010-3021 (2009)
[3] Bates, Furche, J. Chem. Phys. 139, 171103 (2013)
[4] Paier et al 2012, New J. Phys. 14 043002
[5] Moller, Plesset, Phys. Rev. 46, 618-822 (1934)
[6] Booth, et al., Mol. Phys. 112, 1855-1869 (2014)
[7] Guther et al., J. Chem. Phys. 153, 34107–34131 (2020)
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Institute of Physics, Rostock University, Albert-Einstein-Str. 23-24, 18059 Rostock, 
Germany 

E-mail: sergey.bokarev@tum.de 

 

The past decade heralds the gradual change of the ultrafast paradigm in physics and 
chemistry from the femtosecond to subfemtosecond and even a few tens of 
attoseconds domain. The fascinating growth in the number of ultrafast phenomena 
studies is due to the establishment of new sources such as X-ray free-electron lasers 
and high harmonic generation setups that give access to dynamics at electronic time 
scales. To keep apace with experiments, accurate and efficient theoretical methods 
need to be developed. 

In my contribution, I will present recent developments of the density-matrix-based 
time-dependent restricted active space configuration interaction method (ρ-TD-RASCI) 
to compute the ultrafast electron dynamics [1,2] which is implemented in the form of the 
RhoDyn module in OpenMolcas. In particular, the use of irreducible spherical tensors 
(state multipoles) will be demonstrated for the ultrafast spin dynamics in the core-
excited transition metal complexes, and a possible reduction of the computational 
complexity will be discussed [3].  

 

 

1. V. Kochetov, S.I. Bokarev J. Chem. Phys. 2020, 153, 044304. 
2. V. Kochetov, S.I. Bokarev J. Chem. Theory Comput. 2022, 18, 46−58. 
3. T. Romig, V. Kochetov, S.I. Bokarev J. Chem. Phys. 2023, 159, 114108. 
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Effective Potentials for DFT-Studies of Photoacids 
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We explore the proton dynamics of photoacids, which are molecules that become 
acidic when they are electronically excited. Since AIMD simulations require extensive 
sampling in the excited state, applying an optimized effective potential to the T1 state, 
so that it mimics the S1 state, could increase computational efficiency for these 
simulations. We investigate the changes in orbitals/densities for the T1 and S1 
transitions for phenol and naphthol derivatives, in order to direct the way the effective 
potentials are applied. 
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The dielectric constant of water in nanoconfinement becomes anomalously low 
compared to bulk water due to structural order and reduced motion of the confined 
water molecules. [1] Theoretical investigations are usually carried out with empirical 
potential-based molecular dynamics simulations [2], which give qualitative results in 
agreement with experiments, but the results cannot fully explain the origin of the low 
dielectric constant. Ab initio molecular dynamics (AIMD) simulations, based on first-
principles calculations like density-functional theory, provide accurate simulations but 
have a drawback of high computational cost. Machine learning potentials (MLPs), 
trained on AIMD simulations, have gained popularity recently, producing simulations 
with AIMD-like accuracy and with only a fraction of the computational cost. Neural 
Network Potentials are generally the model of choice in the literature to simulate 
(confined) water systems [3,4], while other models are seldom used.  
 
In this work, MLPs trained on-the-fly with a Bayesian linear regression-based model, 
implemented in the Vienna ab initio simulation package VASP [5-7], are used to 
generate trajectories for bulk water and for 2D confined water with various graphene 
sheet distances. The trained MLP can simulate water densities and graphene sheet 
distances not included in training with good accuracy. Structural properties, like radial 
distribution functions and density profiles, of the generated trajectories match with 
AIMD reference simulations. The long-term goal of this work is to train a MLP which 
can generate trajectories for larger sheet distances with high accuracy and low cost to 
investigate the dielectric properties of nanoconfined water.  
 
 
Literature: 
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der Ruhr, Germany 
 
Created by linking different monosaccharides through glycosidic bonds, oligosaccharides 
have a rich and complex conformational landscape, controlled by the glycosidic linkage, 
each ring's shape, and the orientations of the hydroxyl groups.[1] Disaccharides are the 
smallest member of this family. Understanding their conformational profiles is essential 
for understanding physicochemical behavior as well as biological functions. In this study 
we explore the conformational profile of galactose-α-1,3-galactose (α-Gal), which is 
responsible for tick bite induced mammalian meat allergy (i.e., Alpha-gal syndrome), 
cetuximab-induced anaphylaxis, and a possible risk factor for coronary artery disease.[2] 
Using classical MD simulations with explicit water, we found three distinct population 
regions in the Φ vs. Ψ plot. On the other hand, the Ψ dihedrals of conformers generated 
by CREST[3] (Conformer–Rotamer Ensemble Sampling Tool) are more flexible, forming 
two islands after optimizations with the R2SCAN0-D4[4] functional. The difference 
between MD and CREST/R2SCAN0-D4 conformer ensembles may be due to the use of 
an implicit solvation model with the latter method. However, the largest population of the 
structures from both methods belong to the same region in Φ vs. Ψ plot. To explore the 
interaction of α-Gal with the antibody, we started from the crystal structure of α-Gal bound 
to the M86 antibody[5] and constructed three QM/MM models. For all three models the 
Φ, Ψ, and the glycosidic bonds and angles agree well with the reported crystal structure. 
Intermolecular NCI analysis[6] reveals multiple stabilizing van der Waals interactions and 
hydrogen bonds of varying strength between α-Gal and its binding pocket. The DLPNO-
CCSD(T)[7] level local energy decomposition (LED) shows that hydrogen bond 
interactions play a much more significant role than CH-π interactions in binding α-Gal to 
the M86 antibody. Further quantitative analysis of hydrogen bonds using QTAIM[8] and 
other methods[9] indicates that these bonds between α-Gal and the protein matrix or 
surrounding water vary a lot in strength, from –11.48 to –1.44 kcal/mol.          
 
Literature: 
[1] V. S. R. Rao, Conformation of carbohydrates, CRC Press, 1998. [2] M. Perusko, et al. 
J. Grundström, M. Eldh, C. Hamsten, D. Apostolovic, M. van Hage, Front. Immunol. 2024, 
15. [3] P. Pracht, F. Bohle, S. Grimme, Phys. Chem. Chem. Phys. 2020, 22, 7169-7192. 
[4] M. Bursch, H. Neugebauer, S. Ehlert, S. Grimme, J. Chem. Phys. 2022, 156. [5] D. B. 
Langley, et al., Proc. Natl. Acad. Sci. U. S. A. 2022, 119, e2123212119. [6] R. A. Boto, F. 
Peccati, R. Laplaza, C. Quan, A. Carbone, J.-P. Piquemal, Y. Maday, J. Contreras-Garcıá, 
J. Chem. Theory Comput. 2020, 16, 4150-4158. [7] Y. Guo, C. Riplinger, U. Becker, D. 
G. Liakos, Y. Minenkov, L. Cavallo, F. Neese, J. Chem. Phys. 2018, 148. [8] R. F. W. 
Bader, Atoms in Molecules: A Quantum Theory, Oxford University Press, 1990. [9] S. 
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Deep eutectic solvents are mixtures of two compounds characterized by a melting point 
significantly below the predicted ideal eutectic melting point. Among the most used 
components for the preparation of deep eutectic solvents is choline chloride, which is 
produced on the megaton scale and has applications as an animal food supplement. 
Choline chloride can form eutectic mixtures with a wide range of organic compounds 
close to room temperature.  
We studied the capabilities of polarizable force fields to model these systems.[1] 
Introducing an additional damping function was essential during force field 
development to screen the charge interactions between the chloride anion and the 
hydroxyl group of the cation in our developed approach. However, parameters of the 
non-bonded Thole screening function must be fitted against the first-principles 
molecular dynamics simulations. Therefore, invariant and equivariant machine learning 
interatomic potentials were studied next.[2,3] The equivariant Allegro model in 
combination with an active learning scheme requests solely few thousand DFT 
calculations of a small system to simulate systems with several thousand atoms on the 
ns-time scale on a single GPU-node within one day. This facilitates reliable 
investigation of dynamical properties since at least five simulations are recommended 
to obtain a well converged average value.[2] Thus, machine learning interatomic 
potentials provide reliable structural and dynamical properties at a fraction of cost of 
first-principles molecular dynamics simulations. 
Our studies on the unique nature of deep eutectic solvents revealed that the 
incorporation of the chloride anion into the hydrogen bond network of the urea 
derivative is strongly correlated to the non-ideal mixing behaviour of choline chloride 
systems.[4] Furthermore, we observe close contacts between two lithium atoms 
bridged by oxygen atoms of the organic compound in lithium bistriflimide systems.[3] 
Please note, the close Li-Li-contacts play a minor role in classical force field 
simulations, even with scaled charges. This highlights limitations of common classical 
force fields compared to approaches with forces on the accuracy of density functional 
theory calculations.      
 
 
Literature: 

[1] O. Shayestehpour, S. Zahn, J. Phys. Chem. B, 2022, 126, 3439-3449  
[2] O. Shayestehpour, S. Zahn, J. Chem. Theory Comput., 2023, 19, 8732-8742 
[3] Structure and dynamics of LiTFSI-based deep eutectic electrolytes from machine 
learning interatomic potential simulations, O. Shayestehpour, S. Zahn, in preparation. 
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Spicy – A Functional Computational Framework for Multilayer Fragment Methods

P. Seeber, DE, S. Seidenath, DE, S. Gräfe, DE

Friedrich Schiller University Jena, Lessingstraße 4, 07743 Jena

Modern ab initio methods provide unprecedented accuracy for a variety of chemical
problems. However, their steep scaling with system size often limits their applicability
to relatively small molecules. Even though the rise of linear scaling ab initio methods
allows their application to systems with thousands of atoms, important aspects remain
unsolved. First, a suitable computational method for both the desired physical property
and the type of chemical system needs to be chosen. Not all of them are linearly scalable.
Second, the crossover, where linear scaling methods become more efficient than their
conventional counterparts, can arise at already too high computational costs to study
dynamic phenomena.

In this contribution, we present our program Spicy, a computational framework for
multilayer fragment methods. Combining the concepts of multilayer methods, where each
layer is treated at a different, suitable level of theory, and fragment methods, breaking
down large systems into smaller parts and combining their results, Spicy implements
the multilayer fragment combination range (ML-FCR) formalism. Without altering the
underlying computational methods, a flexible partitioning of the system and assignment of
suitable methods to each fragment is possible, enabling a tailored and efficient treatment
of systems with chemically diverse components.

An important advantage of fragment methods is their inherit ability to utilise network-
based parallelism and distribute calculations over many computer nodes. Currently, the
individual components for heavily parallel calculations are being developed and imple-
mented in Spicy, namely a Nix-inspired content addressable storage to manage persistent
data, a scheduling system based in MPI for distributed quantum and molecular mechanical
calculations, as well as an interface to the DBCSR library for distributed block sparse array
computations, enabling efficient response tensor and wave function transformations.1

1P. Seeber et al. “Growing Spicy ONIOMs: Extending and generalizing concepts of ONIOM and many
body expansions”. In: WIREs Computational Molecular Science 13.3 (Nov. 2022). ISSN: 1759-0884.
DOI: 10.1002/wcms.1644.
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Spectral and Structural Sensitivity of the mCherry Chromophore

E. Tsvetaev, Braunschweig, Ch. R. Jacob, Braunschweig

Erik Tsvetaev, Institute of Physical and Theoretical Chemistry, Technische Universität

Braunschweig, Gaußstraße 17, 38106 Braunschweig, Germany,

erik.tsvetaev@tu-braunschweig.de

For each molecular configuration, a direct mapping between the structure and different

types of computable spectra exists. We developed a Monte Carlo method for inverse

mapping, where molecular geometries are sampled with a restrain given by a reference

spectrum (XAS, XES, UV/Vis) [1]. The acceptance criterion of the Metropolis Monte

Carlo is modified for a bias towards the reference spectrum with an uncertainty factor,

which limits how much the ensemble of spectra can diverge from the reference. The re-

sulting ensemble of structures with corresponding spectra can be used to understand the

sensitivity of atomic positions on a spectrum, i.e. which functional groups are important

for spectral features.

mCherry is a fluorescent protein commonly used in biophysical experiments both in cel-

lulo and in vitro, as it can be easily fused to a to protein of interest through genome editing.

[2,3] This fluorescence protein is part of a group of similar proteins called mFruit, which

show different spectral properties depending on the chromophore structure and the sur-

rounding β-barrel environment. [2] In this class of chromophores, the UV/Vis adsorption

and fluorescence emission spectra are closely related and follow the mirror image rule,

making predictions on the emission behaviour based on adsorption spectra possible.

We present the application of our previously developed method using the UV/Vis ab-

sorption spectrum of the mCherry chromophore. In this first step, the sensitivity of the

spectrum towards the structure of the chromophore is analysed in vacuo in the absence

of a protein environment. To assess the influence of the protein on the structure sensitiv-

ity, amino acid residues proximal to the chromophore are added and the difference in the

ensembles analysed.

[1] E. Tsvetaev, Ch. R. Jacob, publication in preparation (2024).

[2] Xiaokun Shu, Nathan C. Shaner, Corinne A. Yarbrough, Roger Y. Tsien, S. James

Remington, Biochemistry 2006, 45, 32, 9639.

[3] Evelien de Meulenaere, Marc de Wergifosse,, Edith Botek, Stijn Spaepen, Benoı̂t

Champpagne, Jos Vanderleyden, Koen Clays , J. Nonlinear Opt. Phys. Mater., 2010, 19,

1, 1.
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Unveiling the Novel Mechanistic insights into Zinc Catalyzed Sonogashira
Cross - Coupling Reaction: A DFT Study

Binuja Varghesea, C. Rajalakshmia, Vibin Ipe Thomas*a

aCMS College Kottayam (Autonomous), Kottayam ,Kerala, India 686001

Sonogashira coupling reactions are considered to be one of the most widely employed
transition metal-catalyzed coupling reactions for the synthesis of carbon-carbon bonds.
Among the multifarious carbon-carbon bond-forming reactions, those that involve the
formation of aryl acetylenes have gained considerable attention in recent times. These
reactions are deemed to be versatile tools for the fabrication of molecules having
biological and pharmaceutical importance. The high cost, low abundance, and toxicity
created a strong demand to search for an alternative to the traditional palladium metal
catalyst. Zinc-catalyzed cross-coupling reactions have gathered momentum nowadays
owing to the cost-effective and eco-friendly properties of zinc metal. In this presentation,
we discuss a detailed quantum chemical study of the Zn (II) catalyzed Sonogashira
coupling reaction between aryl halides and terminal alkynes employing DMEDA
(Dimethyl ethelene diamine) as ligand. All calculations discussed in this presentation
are performed at the Density Functional Theory (DFT) level, using the hybrid
Becke3LYP functional. We have identified that the active catalyst species is a base-
coordinated neutral 4-coordinate DMEDA Zn (II)-alkyne complex. The proposed
mechanism proceeds through a concerted oxidative addition-reductive elimination
pathway, which involves a single transition state. This is owing to the ease of reductive
elimination involving the coupling of Csp2-Csp carbon atoms and the less stable Zn (IV)
intermediate. This shows that the mechanism of Zinc-catalyzed Sonogashira coupling
reactions is quite different from those catalyzed by palladium. Furthermore, our study
revealed an alternative mechanistic route to Zn-catalyzed Sonogahira coupling reaction,
which was expected to proceed via an initial oxidative addition pathway. The activation
barrier 31.0 kcal/mol concords well with the experimental temperature requirement
(125°C). This work elucidates the relevance of a combined theoretical and
experimental approach for rationally improving the cross-coupling reaction mechanisms.

Literature:

[1] Ljungdahl, T., Bennur, T., Dallas, A., Emtenäs, H., & Mårtensson, J. (2008). Two
competing mechanisms for the copper-free Sonogashira cross-coupling
reaction. Organometallics, 27(11), 2490-2498
[2] A. P. Thankachan, T. G. Abi, K. S. Sindhu and G. Anilkumar, ChemistrySelect, 2016,
1, 3405–3412
[3] Rajalakshmi, C., Jibin, S. S., Sulay, R., Asha, S., Thomas, V. I., & Anilkumar, G.
(2021). Theoretical investigation into the mechanism of copper-catalyzed Sonogashira
coupling using trans-1,2-diamino cyclohexane ligand. Polyhedron, 193, 114869.
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Biocatalytic Ether Lipid Synthesis by an Archaeal Glycerolprenylase  
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A. Schallmey, Braunschweig, C. R. Jacob, Braunschweig 

 
Sangwar Wadtey Oung, Technische Universität Braunschweig, Institute of Physical and 

Theoretical Chemistry, Gaußstraße 17, 38106 Braunschweig,  
w.oung@tu-braunschweig.de 

 
In nature, comparably few enzymes are capable of constructing ether bonds in a 
general fashion. Such enzymes are interesting for synthetic applications as they 
typically offer higher regioselectivity and operate under milder conditions than 
traditional organochemical approaches. Our overall study provides insight into the 
fundamental understanding of the archaeal prenyltransferase AfG3PS as a represen-
tative member of the geranylgeranylglyceryl phosphate synthases family, thereby 
expanding the toolbox of ether synthases. Experimental evidences show that AfG3PS 
makes various (E)- and (Z)- configured prenyl glycerol ethers from corresponding 
pyrophosphates. [1] 
A mechanism is proposed which involves an intermediary prenyl carbocation equivalent 
and essential magnesium ions. This poster focuses on the computational investigation, 
including molecular dynamics simulations using GROMACS and quantum mechanical 
calculations using the Amsterdam Modeling Suite. The computational calculations are 
based on and support the experimental findings, offering valuable insights into the 
enzyme’s behavior and mechanism. Simulation results show that the (E)- and (Z)- 
substrates adopt similar binding poses in the enzyme’s binding tunnel. The presence of 
Mg2+ ions stabilizes the substrates inside the active site of the enzyme, supporting the 
proposed involvement of Mg2+ ions. 
 
Literature: 

[1] F. Kaspar, L. Eilert, S. Staar, S. W. Oung, M. Wolter, C. S. G. Ganskow, S. Kemper, P. 
Klahn, C. R. Jacob, W. Blankenfeldt, A. Schallmey (2024),  
doi: 10.26434/chemrxiv-2024-2lmv8-v2. 
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The Open-Source Quantum Chemistry Software SERENITY as a Development Platform

Anton Rikus1, Johannes Neugebauer1

1University of Münster, Organisch-Chemisches Institut and Center for Multiscale Theory and

Computation, Corrensstr. 36, 48149 Münster, Germany

Time-dependent density-functional theory (TDDFT) has been around for almost four decades

and has been successfully applied to a wide range of organic and inorganic molecules [1]. Its

scope is essentially limited to single excitations [2] and problems regarding e.g. charge-transfer

excitations are well known [3]. Still, it can provide a moderately good description of excited states

at a relatively low cost in comparison with less favorably scaling correlated wavefunction methods.

Analytic TDDFT gradients allow the analysis of excited potential energy surfaces and have been

used for studying rather complex phenomena, e.g. in the context of mixed quantum-classical

nonadiabatic dynamics [4].

Also the subsystem formulation of TDDFT is known for almost two decades now [5, 6], building

upon the corresponding ground-state embedding. It improves the computational scaling in com-

parison to a supersystem approach and additionally provides insights into the contributions of

fragments and their interactions to physical observables. Analytical subsystem-TDDFT gradients

have been published in 2016, albeit only in the uncoupled approximation [7]. Furthermore, the

corresponding implementation was done in the commercial ADF program. The subsystem quan-

tum chemistry code SERENITY [8, 9] provides an alternative, open-source framework that already

features ground-state gradients as well as an implementation of coupled subsystem-TDDFT. It is

fully compatible with the usage of projection-based embedding.

This poster showcases our ongoing work regarding both the theoretical formulation as well as the

technical realization of subsystem-TDDFT gradients for the coupled formalism and projection-

based embedding with the goal of further developing an accessible and general subsystem-

TDDFT implementation.
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[1] C. A. Ullrich, Time-Dependent Density-Functional Theory: Concepts and Applications, OUP

Oxford, 2011.

[2] P. Elliott, S. Goldson, C. Canahui, N. T. Maitra, Chem. Phys. 2011, 391, 110–119.

[3] J. Autschbach, ChemPhysChem 2009, 10, 1757–1760.

[4] E. Tapavicza, G. D. Bellchambers, J. C. Vincent, F. Furche, Phys. Chem. Chem. Phys. 2013,
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Accurate Property Data for Small Fluorine-Containing Molecular Systems

J. Albrecht, Berlin/DE, D. Andrae, Berlin/DE

PD Dr. Dirk Andrae, Freie Universität Berlin, Arnimallee 22, 14195 Berlin/DE

Calculated  properties  of  isolated  small  molecules,  molecular  ions  and  molecular 
clusters  in  their  electronic  ground state,  like  equilibrium structure  (re structure)  and 
fundamental frequencies, compare very well with experimental data (for the latter see 
[1,2] and references therein), if these properties are calculated at su ciently high levelffi  
of theory (e. g. with an explicitly correlated coupled-cluster method like CCSD(T)-F12).

Data for selected fluorine-containing systems, both neutral and charged and composed 
of at most four atoms, will be presented.

Literature:

[1] D.R. Lide, in: J. Rumble (ed.), CRC Handbook of Chemistry and Physics, 103rd ed., 
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Multi-Reference Configuration Interaction Calculations with Sparrow

V. Klasovita, Zürich/CH, T. Weymouth, Zürich/CH, M. Reiher, Zürich/CH

Veronika Klasovita, ETH Zürich, Vladimir-Prelog-Weg 2, 8093 Zürich/CH

Semiempirical methods provide great computational efficiency, albeit at the cost of
accuracy. To account for dynamic correlation effects, extensive (re-)parametrization
and other corrections are required. Static correlation effects cannot be adequately
modeled in a single-determinant description and require other approaches such as
configuration interaction (CI) [1]. Sparrow [2, 3], which is part of the SCINE software
stack developed by our group, is a module specializing in semi-empirical electronic

structure calculations with semiempirical NDDO and DFTB methods. Recently, we have
introduced new features to account for static electron correlation effects and to

calculate electronically excited states with NDDO Hamiltonians such as PM3, PM6,
OM2, or OM3. In particular, multi-reference CI calculations with spin-symmetry adapted
configuration state functions within the graphical unitary group approach (GUGA) have
been implemented[4]. We summarize the working principles of GUGA and present how

CI calculations can benefit from this approach.

Literature

[1] T. Husch, A. C. Vaucher, Markus Reiher, Int. J. Quantum Chem. 2018, 118, e25799.
[2] F. Bosia, T. Weymuth, M. Reiher, Int. J. Quantum Chem. 2022, 122, e26966.
[3] F. Bosia, P. Zheng, A. C. Vaucher, T. Weymuth, P. O. Dral, M. Reiher, J. Chem.
Phys. 2023, 158, 054118. [4] V. Klasovita, T. Weymuth, M. Reiher, in preparation.
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Dipole Moment with Pair Coupled Cluster Doubles: Effect of Dynamical
Correlation Corrections and Orbital Optimization

R. Chakraborty, M. M. Moraes, K. Boguslawski, A. Nowak, J. Świerczyński, P. Tecmer

Rahul Chakraborty, Faculty of Physics, Astronomy and Informatics, Nicolaus
Copernicus University in Toruń, Grudziądzka 5, 87-100 Toruń, Poland

The electric dipole moment and dipole moment surface of a molecule contain crucial
information about its electronic structure and spectroscopic properties. Dipole
moment, thus, is regularly used as a tool to assess the accuracy and reliability of
electronic structure and consequent electron density of a molecule obtained from a
quantum chemical method. Pair coupled cluster doubles (pCCD) ansätze has seen
considerable success in recent times for a range of different types of chemical species,
utilizing its ability to model strongly correlated systems. [1,2] This work focuses on
dipole moments computed with pCCD and its linearized coupled cluster (pCCD-LCC)
corrections employing the canonical Hartree–Fock and pCCD-optimized (localized)
orbital bases. [3] The performance of pCCD-based methods in terms of dipole
moments is assessed against experimental and CCSD(T) reference values. Dipole
moment surfaces of two typical examples, HF and CO, are also created using these
methods to investigate the performance of pCCD and pCCD-LCC beyond the
equilibrium regime. Our work indicates the importance of orbital optimization in the
pCCD model and exposes the limitations of the linearized couple cluster corrections in
predicting dipole moments, specifically for molecules with multiple bonds. The dipole
moment surface of the HF molecule obtained with pCCD, on the other hand, is
comparable to multireference methods. Additionally, we also calculate dipole
moments of some binary complexes (H2O---Rg, Rg=He, Ne, Ar, Kr ) using the
pCCD-in-DFT static embedding method. [4] We show that the performance of the
embedding approach is comparable to their supramolecular counterparts.

References:
[1] P. A. Limacher, P. W. Ayers, P. A. Johnson, S. De Baerdemacker, D. Van Neck, P.
Bultinck, J. Chem. Theory Comput. 9,1394–1401, (2013).
[2] K. Boguslawski, J. Chem. Theory Comput. 15, 18-24 (2019).
[3] R. Chakraborty, M. M. Moraes, K. Boguslawski, A. Nowak, J. Świerczyński, P.
Tecmer, J. Chem. Theory Comput. 20, 4689-4702 (2024).
[4] R. Chakraborty, K. Boguslawski, P. Tecmer, Phys. Chem. Chem. Phys. 25,
25377-25388 (2023).
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Density-Based Many-Body Expansion as a Case Study on Interoperability
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Kevin Focke, Technische Universität Braunschweig, Institute of Physical and Theoretical

Chemistry, Gaußstraße 17, 38106 Braunschweig, Germany,

k.focke@tu-braunschweig.de

While interoperability had long been recognized as a central issue in the field [1], more

recent developments have facilitated complex and highly interoperable workflows [2]. Es-

pecially quantum-chemical subsystem and embedding methods, which are at the focal

point of our scripting framework PyADF [3], stand to benefit from this [2]. The density-

based many-body expansion is one such abstract and highly adaptable subsystem and

embedding method [4]. With its recent application to CCSD(T) calculations [5], we have

demonstrated the method’s adaptability and potential. Herein we employed existing and

actively supported tools and standards to achieve the necessary workflow. To ensure

efficiency and therefore sustainability in the further development of the density-based

many-body expansion, existing standards and tools as well as general best practices in

software development all need to be kept in mind, which illustrates a challenge that is

faced throughout the field.

Literature
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Quantum-chemical investigation of ethylene dimerization on Ni2+ NU-1000 metal-

organic framework

N.A. Matsokin, Karlsruhe/DE, T.-N. Huynh, Karlsruhe/DE, D.I. Sharapa, Karlsruhe/DE,

K. Fink,  Karlsruhe/DE

Nikita A. Matsokin, Institute of Nanotechnology, Karlsruhe Institute of Technology (KIT), 

76344, Karlsruhe/DE

Olefin oligomerization is an important chemical process for converting ethylene to 

higher  C12-C18 hydrocarbons. Numerous studies have demonstrated the potential 

application of metal-organic frameworks (MOFs) containing catalytically active 

transition metals [1,2]. For example, MOF catalysts with Nickel have shown catalytic 

activity in ethylene oligomerization with a non-selective mechanism [3]. In most cases, 

periodic DFT (PBC) in combination with GGA functionals is used to study catalytic 

reactions in a reasonable timeframe with limited accuracy. However, reaction energies 

and barriers can be corrected using wave-function based methods on cluster models 

[4].

Therefore, we performed a systematic benchmark study at different levels of theory 

based on periodic and cluster models of the catalytic center with Ni2+ for the ethylene 

dimerization process to obtain corrected energy barriers [2]. Results at the DFT level 

are compared with calculations using CASSCF/NEVPT2 and DLPNO-CCSD(T) to 

determine accurate energies and barriers for both multi- and single-determinant cases. 

This study aims to provide information to build a kinetic model for the full olefin 

oligomerization mechanism, considering the time and accuracy of the methodological 

scheme. Ultimately, it will highlight the advantages and disadvantages of using Ni as a 

catalytic center for olefin oligomerization.
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GP3-xTB: A general purpose self-consistent Tight-Binding
Quantum Chemical Method

T. Froitzheim, Bonn/DE, M. Müller, Bonn/DE, A. Hansen, Bonn/DE,
and S. Grimme, Bonn/DE

Mulliken Center for Theoretical Chemistry, University of Bonn, Beringstraße 4, 53115
Bonn, Germany; E-mail: th.froitzheim@thch.uni-bonn.de

We present our third-generation extended tight-binding (xTB) model named GP3-xTB.
It aims at general-purpose (GP) applicability in chemistry going beyond the special-
purpose parametrization for geometries, frequencies, and non-covalent interactions
(GFN) of previous xTB-versions [1,2]. The centerpiece of the new method is the adap-
tive minimal valence basis set q-vSZP [3], which allows for a different radial expansion
of basis functions on symmetry-distinct atoms in a molecule. Together with its deep
contraction and special optimization on molecular DFT calculations, it substantially im-
proves on previously employed minimal basis sets. Beyond improvements to the basis
set, the GP3-xTB Hamiltonian is augmented by three main features: (i) approximate
non-local Fock exchange to emulate the behavior of range-separated hybrid DFT, (ii)
atomic correction potentials (ACP [4]) to introduce anisotropy into the minimal basis,
and (iii) a complete range-dependent expansion of the electrostatic interactions up to
third-order to improve the description of charged species. Preliminary results indicate
that GP3-xTB approaches DFT accuracy more closely and for a wider range of chem-
ical properties such as barrier heights, ionization potentials, or thermochemistry, than
previous semi-empirical methods at only slightly increased computational cost.

Literature:
[1] C. Bannwarth, S. Ehlert, S. Grimme, J. Chem. Theory Comput. 2019, 15, 3, 1652–1671
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[4] V. K. Prasad, A. Otero-de-la-Roza, G. A. DiLabio, J. Chem. Theory Comput. 2018, 14, 2, 726–738
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Automatic equation generation with Wick's theorem for single
reference coupled cluster theories

Riya Kayal, Max-Planck-Institut für Kohlenforschung, Kaiser-Wilhelm-Platz 1, 45470
Mülheim an der Ruhr, 

 Frank Neese, Max-Planck-Institut für Kohlenforschung,  Kaiser-Wilhelm-Platz 1, 45470
Mülheim an der Ruhr

The calculation of electron correlation is of fundamental importance in chemistry. The
ab-initio  methods  i.e.  all  the  post-Hartree-Fock  (post-HF)  theories  are  of  particular
importance to chemists as these can be systematically improved. Second quantisation
was introduced to simplify the rigorous algebra involved in the derivation of post-HF
methods.  Along  with  the  extended  run-time  for  these  more  rigorous  (also  more
accurate!) theories, the equation generation part becomes quite cumbersome and time-
consuming. Wick’s theorem [1] is an elegant and powerful tool for equation generation
in second quantisation methods which can simplify the complex operator algebra for
the post-HF theories. For the Muti-reference theories, Mukherjee and Kutzelnigg [2], [3]
proposed a generalised Wick’s  theorem (GWT) which works for  the multi-reference
(MR)  framework.  We have  developed  a  Wick’s  theorem based  automatic  equation
generation engine as part of the ORCA 6.0 AUTOCI toolchain which works for both the
UHF and RHF single reference cases. For RHF, coupled cluster theories upto doubles
amplitudes and for  UHF,  coupled cluster  theories  upto  triples  amplitudes (including
CCSDT) have been implemented as prototype theories. We plan to implement higher
order coupled cluster theories and MR theories (MR-EOM, MR-DSRG etc) in the near
future,  where  commutator  algebra  is  useless  and  Wick’s  theorem  is  the  best  tool
towards achieving those goals.
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Proton Coupled Electron Transfer in Biomimetic Peptides
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Katharina Spies, Karlsruhe Institute of Technology, Kaiserstraße 12, 76131
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Proton-coupled electron transfer (PCET) plays an important role in several biological
processes involving the oxidation and reduction of aromatic residues such as tyrosine
and  tryptophan.  Insight  into  the  environment  that  influences the  mechanism of  the
PCET and the study of the structure and function of the tyrosyl radical and the adjacent
residues are important to understand the enzymatic reactions. Since experimental and
computational studies of complex protein systems in which PCET plays an important
role, such as photosystem II (PSII) and ribonucleic reductase (RNR), are costly, time-
consuming and difficult  to manage, the PCET as a phenomenon and its underlying
features have often been investigated in biomimetic peptides and proteins instead. [1]

Theoretical  studies appear  instrumental  for  a  deeper  understanding of  the  reaction
mechanism,  and  the  use  of  multiscale  simulations  is  crucial:  Molecular  mechanics
force-field  methods  correctly  capture  the  protein  environment  that  influences  the
molecules  involved  in  the  transfer  mechanism.  Meanwhile,  quantum  chemistry
accurately describes the particle transfers, providing a comprehensive picture of these
complex reactions.

The  free  energy  surface  of  the  reaction  was  obtained  by  tracking  two  collective
variables along the simulation: 1) the proton transfer as the difference of the distance
between the donor and acceptor atoms to the transferred proton and 2) the electron
transfer as the difference of the Mulliken charges of the residues involved in the PCET.
Well-tempered  metadynamics  simulations  were  performed  with  biasing  potentials
applied to the proton transfer reaction coordinate. 

It turns out that an increased solvent exposure affects the PCET mechanism in two
types  of  biomimetic  peptides,  and  the  protein  environment  alters  the  free  energy
landscape and modulates the transfer barrier  height.  For the PSII-inspired  β-hairpin
peptides [2], the mechanism of the PCET reaction varies when it  occurs between a
tyrosyl radical and either a histidine, tryptophan or tyrosine residue. It was also found
that the relative orientation of the participating amino-acid residues strongly influences
the electron transfer. In addition, an α-helical radical maquette [3] was studied, and the
transfer  mechanism and barrier  height  of  the  transfer  reaction  were  altered by  the
protein and water environment. 
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